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Preface

Technological advances in artificial intelligence (Al) are leading the rapidly changing
world of the twenty-first century. We have already passed from machine learning to
deep learning with numerous applications. The contribution of Al so far to the
improvement of our quality of life is profound. Major challenges but also risks and
threats are here. Brain-inspired computing explores, simulates, and imitates the struc-
ture and the function of the human brain, achieving high-performance modeling plus
visualization capabilities.

The International Conference on Artificial Neural Networks (ICANN) is the annual
flagship conference of the European Neural Network Society (ENNS). It features the
main tracks “Brain-Inspired Computing” and “Machine Learning Research,” with
strong cross-disciplinary interactions and applications. All research fields dealing with
neural networks are present.

The 27th ICANN was held during October 4-7, 2018, at the Aldemar Amilia Mare
five-star resort and conference center in Rhodes, Greece. The previous ICANN events
were held in Helsinki, Finland (1991), Brighton, UK (1992), Amsterdam, The
Netherlands (1993), Sorrento, Italy (1994), Paris, France (1995), Bochum, Germany
(1996), Lausanne, Switzerland (1997), Skovde, Sweden (1998), Edinburgh, UK
(1999), Como, Italy (2000), Vienna, Austria (2001), Madrid, Spain (2002), Istanbul,
Turkey (2003), Budapest, Hungary (2004), Warsaw, Poland (2005), Athens, Greece
(2006), Porto, Portugal (2007), Prague, Czech Republic (2008), Limassol, Cyprus
(2009), Thessaloniki, Greece (2010), Espoo-Helsinki, Finland (2011), Lausanne,
Switzerland (2012), Sofia, Bulgaria (2013), Hamburg, Germany (2014), Barcelona,
Spain (2016), and Alghero, Italy (2017).

Following a long-standing tradition, these Springer volumes belong to the Lecture
Notes in Computer Science Springer series. They contain the papers that were accepted
to be presented orally or as posters during the 27th ICANN conference. The 27th
ICANN Program Committee was delighted by the overwhelming response to the call
for papers. All papers went through a peer-review process by at least two and many
times by three or four independent academic referees to resolve any conflicts. In total,
360 papers were submitted to the 27th ICANN. Of these, 139 (38.3%) were accepted as
full papers for oral presentation of 20 minutes with a maximum length of 10 pages,
whereas 28 of them were accepted as short contributions to be presented orally in 15
minutes and for inclusion in the proceedings with 8 pages. Also, 41 papers (11.4%)
were accepted as full papers for poster presentation (up to 10 pages long), whereas 11
were accepted as short papers for poster presentation (maximum length of 8 pages).

The accepted papers of the 27th ICANN conference are related to the following
thematic topics:

AI and Bioinformatics
Bayesian and Echo State Networks
Brain-Inspired Computing



VI Preface

Chaotic Complex Models

Clustering, Mining, Exploratory Analysis
Coding Architectures

Complex Firing Patterns

Convolutional Neural Networks

Deep Learning (DL)

— DL in Real Time Systems
— DL and Big Data Analytics
— DL and Big Data

— DL and Forensics

— DL and Cybersecurity

— DL and Social Networks

Evolving Systems — Optimization
Extreme Learning Machines
From Neurons to Neuromorphism
From Sensation to Perception
From Single Neurons to Networks
Fuzzy Modeling

Hierarchical ANN

Inference and Recognition
Information and Optimization
Interacting with the Brain
Machine Learning (ML)

— ML for Bio-Medical Systems

— ML and Video-Image Processing
— ML and Forensics

— ML and Cybersecurity

— ML and Social Media

— ML in Engineering

Movement and Motion Detection

Multilayer Perceptrons and Kernel Networks
Natural Language

Object and Face Recognition

Recurrent Neural Networks and Reservoir Computing
Reinforcement Learning

Reservoir Computing

Self-Organizing Maps

Spiking Dynamics/Spiking ANN

Support Vector Machines

Swarm Intelligence and Decision-Making
Text Mining

Theoretical Neural Computation

Time Series and Forecasting

Training and Learning



Preface VII

The authors of submitted papers came from 34 different countries from all over the
globe, namely: Belgium, Brazil, Bulgaria, Canada, China, Czech Republic, Cyprus,
Egypt, Finland, France, Germany, Greece, India, Iran, Ireland, Israel, Italy, Japan,
Luxembourg, The Netherlands, Norway, Oman, Pakistan, Poland, Portugal, Romania,
Russia, Slovakia, Spain, Switzerland, Tunisia, Turkey, UK, USA.

Four keynote speakers were invited, and they gave lectures on timely aspects of Al

We hope that these proceedings will help researchers worldwide to understand and
to be aware of timely evolutions in Al and more specifically in artificial neural net-
works. We believe that they will be of major interest for scientists over the globe and
that they will stimulate further research.
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Cognitive Phase Transitions in the Cerebral
Cortex — John Taylor Memorial Lecture

Robert Kozma

University of Massachusetts Amherst

Abstract. Everyday subjective experience of the stream of consciousness sug-
gests continuous cognitive processing in time and smooth underlying brain
dynamics. Brain monitoring techniques with markedly improved spatio-
temporal resolution, however, show that relatively smooth periods in brain
dynamics are frequently interrupted by sudden changes and intermittent dis-
continuities, evidencing singularities. There are frequent transitions between
periods of large-scale synchronization and intermittent desynchronization at
alpha-theta rates. These observations support the hypothesis about the cinematic
model of cognitive processing, according to which higher cognition can be
viewed as multiple movies superimposed in time and space. The metastable
spatial patterns of field potentials manifest the frames, and the rapid transitions
provide the shutter from each pattern to the next. Recent experimental evidence
indicates that the observed discontinuities are not merely important aspects of
cognition; they are key attributes of intelligent behavior representing the cog-
nitive “Aha” moment of sudden insight and deep understanding in humans and
animals. The discontinuities can be characterized as phase transitions in graphs
and networks. We introduce computational models to implement these insights
in a new generation of devices with robust artificial intelligence, including
oscillatory neuromorphic memories, and self-developing autonomous robots.



On the Deep Learning Revolution
in Computer Vision

Nathan Netanyahu

Bar-Ilan University, Israel

Abstract. Computer Vision (CV) is an interdisciplinary field of Artificial
Intelligence (AI), which is concerned with the embedding of human visual
capabilities in a computerized system. The main thrust, essentially, of CV is to
generate an “intelligent” high-level description of the world for a given scene,
such that when interfaced with other thought processes can elicit, ultimately,
appropriate action. In this talk we will review several central CV tasks and
traditional approaches taken for handling these tasks for over 50 years. Noting
the limited performance of standard methods applied, we briefly survey the
evolution of artificial neural networks (ANN) during this extended period, and
focus, specifically, on the ongoing revolutionary performance of deep learning
(DL) techniques for the above CV tasks during the past few years. In particular,
we provide also an overview of our DL activities, in the context of CV, at
Bar-Ilan University. Finally, we discuss future research and development
challenges in CV in light of further employment of prospective DL innovations.



From Machine Learning to Machine
Diagnostics

Marios Polycarpou

University of Cyprus

Abstract. During the last few years, there have has been remarkable progress in
utilizing machine learning methods in several applications that benefit from
deriving useful patterns among large volumes of data. These advances have
attracted significant attention from industry due to the prospective of reducing
the cost of predicting future events and making intelligent decisions based on
data from past experiences. In this context, a key area that can benefit greatly
from the use of machine learning is the task of detecting and diagnosing
abnormal behaviour in dynamical systems, especially in safety-critical,
large-scale applications. The goal of this presentation is to provide insight into
the problem of detecting, isolating and self-correcting abnormal or faulty
behaviour in large-scale dynamical systems, to present some design method-
ologies based on machine learning and to show some illustrative examples. The
ultimate goal is to develop the foundation of the concept of machine diagnostics,
which would empower smart software algorithms to continuously monitor the
health of dynamical systems during the lifetime of their operation.



Multimodal Deep Learning in Biomedical
Image Analysis

Sotirios Tsaftaris

University of Edinburgh, UK

Abstract. Nowadays images are typically accompanied by additional informa-
tion. At the same time, for example, magnetic resonance imaging exams typi-
cally contain more than one image modality: they show the same anatomy under
different acquisition strategies revealing various pathophysiological information.
The detection of disease, segmentation of anatomy and other classical analysis
tasks, can benefit from a multimodal view to analysis that leverages shared
information across the sources yet preserves unique information. It is without
surprise that radiologists analyze data in this fashion, reviewing the exam as a
whole. Yet, when aiming to automate analysis tasks, we still treat different
image modalities in isolation and tend to ignore additional information. In this
talk, I will present recent work in learning with deep neural networks, latent
embeddings suitable for multimodal processing, and highlight opportunities and
challenges in this area.
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Abstract. The heavy storage and computational overheads have
become a hindrance to the deployment of modern Convolutional Neural
Networks (CNNs). To overcome this drawback, many works have been
proposed to exploit redundancy within CNNs. However, most of them
work as post-training processes. They start from pre-trained dense mod-
els and apply compression and extra fine-tuning. The overall process is
time-consuming. In this paper, we introduce redundancy-aware training,
an approach to learn sparse CNNs from scratch with no need for any
post-training compression procedure. In addition to minimizing training
loss, redundancy-aware training prunes unimportant weights for sparse
structures in the training phase. To ensure stability, a stage-wise prun-
ing procedure is adopted, which is based on carefully designed model
partition strategies. Experiment results show redundancy-aware train-
ing can compress LeNet-5, ResNet-56 and AlexNet by a factor of 43.8x,
7.9%x and 6.4x, respectively. Compared to state-of-the-art approaches,
our method achieves similar or higher sparsity while consuming signifi-
cantly less time, e.g., 2.3x—18x more efficient in terms of time.

Keywords: In-training pruning - Model compression
Convolutional neural networks - Deep learning

1 Introduction

In recent years, convolutional neural networks (CNNs) have been playing an
important role in the remarkable improvements achieved in a wide range of
challenging computer vision tasks such as large-scale image classification [11],
object detection [3], and segmentation [6]. Deploying CNN models in real-world
applications has attracted increasing interests.

However, the state-of-the-art accuracy delivered by these CNNs comes at
the cost of significant storage and computational overheads. For instance,
AlexNet [11] has 61 million parameters, takes up more than 243 MB of storage
and requires 1.4 billion floating point operations to classify a 224 x 224 image.
© Springer Nature Switzerland AG 2018
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As a result, deploying CNNs on devices with limited resources, such as mobile
phones and wearable devices, could be infeasible.

Since large CNNs are highly over-parameterized [2], many methods have been
proposed to compress them. Pruning methods have attracted much attention
due to its simplicity and effectiveness. However, most of these methods work as
post-training processes. Based on dense pre-trained models, unimportant con-
nections and neurons are pruned to reduce the model size and the computational
complexity. The following fine-tuning step is responsible for compensating the
accuracy loss. The pruning and fine-tuning steps may be repeated several times
for a good balance between accuracy and sparsity (the ratio of pruned weights).
Some methods introduce sparsity-inducing regularizers to learn sparse structures
from a pre-trained dense model. The overall process consumes significant time
to get sparse models, resulting in poor time efficiency as summarized in Table 1.

In this paper, we propose redundancy-aware training, which can exploit
redundancy efficiently by learning both sparse meural network structures and
weight values from scratch. Besides minimizing training loss, it prunes unimpor-
tant connections for sparse structures. Varying structure may bring difficulty
in achieving good accuracy. Redundancy-aware training solves this problem by
adopting a stage-wise pruning procedure. It leverages novel partition strategies
to divide the network into layer classes. The pruning starts from one class in
the first stage and extends to the left classes in following stages. Our train-
ing method yields sparse and accurate models when it finishes. Evaluations
on several datasets, including MNIST, CIFAR10 and ImageNet, demonstrate
our redundancy-aware training can achieve state-of-the-art compression results.
Meanwhile, our method is much more efficient in terms of time as it requires
neither extending normal training iterations nor any post-training compression
procedure.

Table 1. Time breakdown of some pruning methods. For post-training methods, we
show epochs spent in the training phase (Training) and the post-training phase (Post-
Training). For in-training pruning methods (denoted by *), we report the epochs taken
by the method (7Training) and the normal training epochs (Normal).

Method CNN Dataset | Training | Post-training | Normal
DC [5] AlexNet ImageNet | 90 >960

DNS [4] |LeNet-5 MNIST 11 17

NISP [18] | GoogLeNet | ImageNet | 60 60

LSN* [14] | LeNet-5 MNIST | 200 11
NSN* [10] | ResNet-56 | CIFAR10 | 205 164




Fast CNN Pruning via Redundancy-Aware Training 5

2 Related Work

According to whether pre-trained models are required, we divide existing pruning
methods into two categories: post-training methods and in-training methods.

Post-training Pruning. Deep compression [5] prunes trained CNNs through
a magnitude-based weight pruning method, showing a significant reduction
in model size. DNS [4] improves deep compression [5] by allowing the recov-
ery of pruned weights. NISP [18] prunes unimportant neurons based on its
neuron importance estimation. SSL [17] makes use of group lasso regulariza-
tion to remove groups of weights, e.g., channels, filters, and layers, in CNNs.
Compression-aware training [1] takes post-training compression into account in
the training phase. A regularizer is added to encourage the weights to have lower
rank. These methods often suffer from poor time efficiency. Table 1 lists time
taken by some pruning methods. We can see the post-training compression pro-
cedure takes considerable time. Redundancy-aware training adopts in-training
pruning, thus improving the time efficiency significantly.

In-training Pruning. AL [15] introduces binary parameters to prune neu-
rons and layers. A binarizing regularizer is used to attract them to 0 or 1.
Similar approach as [15] is adopted to prune weights in [16]. The above two
methods only evaluate the in-training compression ability on small datasets.
Method attempting to use Ly regularization to directly learn sparse structures is
proposed in [14]. To enable gradient-based optimizations, approximation of the
non-differentiable Ly norm is added to the loss. But more training iterations are
required (See Table 1). Redundancy-aware training adopts pruning approach to
remove redundant weights. By incorporating stage-wise pruning within training
process, our method outperforms other in-training pruning works in terms of
both compression results and time efficiency.

0.15 | -0.09 | -0.23

0.21 | -0.14 | 0.22

0.02 | 0.17 | 0.07

(b)

Fig. 1. Pruning (b) with v = 0.2 and | = 0.1. Weights marked red are pruned. The
pruning states of the last iteration and this iteration are shown in (a) and (c¢) respec-
tively. (Color figure online)
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Algorithm 1. Redundancy-Aware Training
Input: CNN to train network
the maximum number of training iterations maz_iterations
the interval of extending pruning to the next class extending_interval
Output: network trained by redundancy-aware training
1: divide network into layer classes based on the partition strategies:
classes — {ci,c2,...,cm}

2: 10

3: pruning_classes — {}

4: initialize network

5: while i < maz_iterations do

6:  if mod(i, extending_interval) = 0 then
7 ¢ « classes.pop()

8: append c¢ to pruning_classes

9:  end if
10:  forward and backward through network
11:  update weights in network
12:  for each class c in pruning_classes do
13: for each layer [ in ¢ do
14: pruning layer [
15: end for
16:  end for
17: t—1i+1

18: end while

3 Redundancy-Aware Training

In this section, we introduce our redundancy-aware training method. The
overview of the proposed method is displayed in Algorithm 1. For a given CNN,
redundancy-aware training first divides it into layer classes based on the partition
strategies. In each training iteration, it prunes layers in pruning_classes after
the update of weights. More classes will be appended into the pruning_classes as
training proceeds. We first introduce how to prune unimportant weights during
training. Then, we present the model partition strategies.

3.1 Pruning Weights During Training

As the pruning works on each layer independently, we take pruning one layer as
an example to illustrate the in-training pruning.

Let us denote the parameters of a layer by K. Redundancy-aware training
adopts a magnitude-based pruning approach. Specifically, two thresholds u and [
are introduced. In each iteration, weights with absolute value below [ are pruned,
while others with magnitude above u are kept. Weights with absolute value in
the range of [l,u] are skipped in this iteration and their pruning states stay
unchanged. To reduce the risk of pruning important weights wrongly, we use
the update scheme in [4] where pruned weights can also be updated in the
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back-propagation. This scheme enables the recovery of wrongly pruned weights.
Figure 1 shows an example.

To avoid tuning v and [ for each layer manually, we choose to compute them
based on K as shown in Eq.1. p and o represent the mean and the standard
variation of K, respectively. Two hype-parameters range and € are introduced to
provide more flexibility. Increasing range will make [ larger, resulting in pruning
more weights from network. € is a small positive value and controls the difference
between u and I. We analyze how p and o influence the compression results in

Sect. 4.2.
u = max(p + o(range + €),0)

(1)

I = maz(p + o(range — €), 0).

sensitivity

0 10 2 30 a0 0 0 0 10 20 30 0
layer layer

(a) layer sparsity (b) sensitivity

Fig. 2. Sparsity and sensitivity of layers in ResNet-56. The shapes of sparsity lines of
different training time are quite similar, indicating the difference of sparsity between
layers stays stable during training. Based on the sensitivity, ResNet-56 is divided into
three classes as shown by the black vertical lines in (b).

3.2 Model Partition

In-training pruning allows learning sparse structures during the training phase.
However, pruning all layers in network simultaneously causes instability and
slows down the learning process, resulting in difficulty in reaching as good accu-
racy as the normal training.

Redundancy-aware training adopts a stage-wise pruning procedure. The
pruning scope in each stage is orchestrated by our model partition strategies.
When layers within the pruning scope are being pruned, the left layers can adapt
to it and alleviate the impact through updating their weight values. Formally,
we call the unit of adjusting the pruning scope ‘class’. A class contains several
consecutive layers. Based on our model partition strategies, redundancy-aware
training divides the CNN into classes. Then, the in-training pruning starts from
the first class and extends to one more class at the beginning of each of the
following stages. Both layer by layer pruning and pruning all layers together are
special cases of our approach.
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Partition Strategy. We propose two heuristic strategies for two different types
of CNN. The first type is called simple CNN, which refers to networks composed
of stacked convolution layers and several fully-connected layers. LeNet-5 [12] and
AlexNet [11] fall into this category. For simple CNN, the partition strategy is:

Strategyl: Layers with the same type are divided into the same class.

Thus, simple CNNs will be divided into two classes. The first class contains
convolution layers and fully-connected layers belong to the second class. Strat-
egyl is not applicable to recently designed CNNs, which tend to avoid using
fully-connected layers. For example, ResNet [7] has only one fully-connected
layer to produce the possibilities over given number of classes. Inspired by [13]
which prunes filters based on the analysis of layer sensitivity to pruning, we
propose the second strategy for these CNNs:

Algorithm 2. Partition Strategy2
Input: sensitivity difference threshold §
layers’ sensitivity to pruning s|...]
layers in given network layers]...]
Output: the partition result of network
1: ¢ — {layers[1]}
2: s_avg «— s[1]
3: for [ — 2 to layers.size do
4 dif f — abs(s[l] — s_avg)
5 if dif f > 6 then
6 set ¢ a new partition class
7:  end if
8
9
10:

add layers[l] to ¢
update s_avg to the average sensitivity of layers in ¢
end for

Strategy?2: Divide model at layers which are quite sensitive to pruning.

Algorithm 2 illustrates how this strategy works. The sensitivity to pruning is
determined through our proposed ‘probe’ phase which is described in the next
section. We also analyze the impact of § in Sect. 4.2.

Determine Layer’s Sensitivity Efficiently. The in-training pruning zeros
out unimportant weights. Layers with relatively low sparsity should be impor-
tant and sensitive to pruning. Thus, we define layer’s sensitivity as the reciprocal
of its sparsity achieved by the in-training pruning. A naive but inefficient app-
roach to determine the sensitivity works as follows. We train the CNN with all
layers under in-training pruning and use the layer’s sparsity after training to
compute the sensitivity. Based on a key observation, we propose a more efficient
approach. Figure 2a shows the sparsity of ResNet-56 at different time of training.
The relative sparsity between layers is actually quite stable in training. As the
partition result only depends on the difference of sparsity between layers, we can
use the sparsity at early training time to obtain the partition result.
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More precisely, we introduce a probe phase where the CNN is trained with all
layers under the in-training pruning. When the probe phase finishes, we compute
layer’s sensitivity based on its sparsity, which is then used by the strategy2. In our
experiments, we find tenth of the training time is sufficient for the probe phase.
Figure 2b shows the sensitivity of layers in ResNet-56. It’s noticeable that layers
of residual blocks where the number of output channels changes are sensitive to
pruning. This discovery is consistent with the results reported in [13].

Table 2. Comparison to other compression works. Results of our method are denoted
by RA-range-e. The result of DC for ResNet-56 is provided in [10]. The result of PF is
based on our implementation. The scratch-train models show notable accuracy drops,
demonstrating the difficulty of training a sparse network from scratch.

Network |In-training Baseline Accuracy Sparsity|Post-training /Baseline Accuracy Sparsity
methods accuracy |change methods accuracy |change

LeNet-5 |[LNA [15] 99.3% —0.23% 90.5% |SSL [17] 99.1% —0.1% 75.1%
LSN [14] 99.1% 0 90.7% |DC [5] 99.2% +0.03% 92%
TSNN [16] 99.2% —0.01% 95.8% |DNS [4] 99.1% 0 99.91%
RA-2-0.1 99.1% 0 97.7% |Scratch-train|99.1% —1.5% 97.7%

ResNet-56NCP [10] 93.4% —0.5% 50%  |CP [8] 92.8% —1.0% 50%
NWP [10] 93.4% —0.6% 66.7% |PF [13] 92.4% —1.04% 62%
RA-1.8-0.1 92.4% —0.1% 87.4% |DC [5] 93.4% —0.8% 66.7%
RA-3.0-0.1 92.4% —1.0% 92.1% |Scratch-train|92.4% —2.8% 87.4%

4 Evaluation

In this section, we evaluate redundancy-aware training on MNIST, CIFARI10,
and ImageNet with LeNet-5, ResNet-56, and AlexNet, respectively. First, we
compare the compression result and the time efficiency with state-of-the-art
compression methods. The compression result includes achieved sparsity and
accuracy loss. Sparsity is defined as the percentage of the zeroed out weights. We
compare the time efficiency based on the number of iterations or epochs required
to obtain sparse models. Then, we analyze the effectiveness of the model partition
and the effect of hyper-parameters in Sect.4.2. We implement our method in

Caffe [9].

4.1 Compression Result and Time Efficiency

The comparison to other methods on LeNet-5 and ResNet-56 is summarized
in Table2. We also train models with the same sparsity as the models trained
through redundancy-aware training from scratch (the scratch-train).
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LeNet-5. Redundancy-aware training reduces the model size of LeNet-5 by
43.8x without accuracy loss and outperforms all in-training methods by a
notable margin, validating its ability to reduce redundancy in the training phase.
Compared to post-training methods, redundancy-aware training achieves higher
or similar sparsity. Our method prunes more weights in every layer than [14]
and [5]. As for time efficiency, our method only takes 11 epochs which is equal
to the normal training time and is about 18x more efficient than the in-training
method in [14] and 2.5x more efficient than the method in [4].

ResNet-56. Based on the strategy2 in Sect. 3.2, ResNet-56 is divided into
three classes. We extend the in-training pruning at 10k and 20k iterations.
Redundancy-aware training achieves a 7.9x reduction with only 0.1% top-1
accuracy drop. Importantly, our method achieves this without any post-training
procedures. By using a larger range, we can achieve a 12.6x compression at the
cost of 1.13% accuracy loss, which can be reduced to 1% after a fine-tuning of 20k
iterations. As far as we know, our method achieves state-of-the-art compression
result for ResNet-56. In terms of time-efficiency, our method takes 70k iterations
(64k for training and 6k for the probe phase), which is about 2.3x more efficient
than NWP in [10] and PF in [13].

Table 3. Layer-by-layer comparison to deep compression on AlexNet.

Method/layer | convl | conv2 | conv3 | conv4 | conv5 | fcl |fc2 |fc3 | Total
DC 16% |62% |65% |63% |63% |91% |91% |75% |89%
Ours 31% |65% |69% 63% |61% |88% 81% |80%  84%

AlexNet. Finally, we experiment with AlexNet on ImageNet. We train the
bvlc_alexnet in Caffe and get 78.65% top-5 accuracy on validation dataset with
single-view testing. Redundancy-aware training reduces the model size by 6.4 x
with 0.36% accuracy loss. We further fine-tune it for 45k iterations and obtain a
model with 78.54% accuracy. We display sparsity achieved by our method and
DC [5] in Table3. Our method takes 99 epochs in total, which is 9.69x more
efficient in terms of time.

4.2 Ablation Study

Hyper-parameter Sensitivity. We make use of ResNet-56 to measure the
impact of varying range and e. The result is shown in Fig. 3.

Increasing range leads to larger [ and more weights will be pruned in training.
Thus we can make trade-offs between the sparsity and the accuracy through
adjusting range. Note the accuracy does not drop dramatically (2.2% drop)
when range increases from 0 to 3.5. Since increasing € makes [ smaller, weights
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sparsity

(a) range (b) €

Fig. 3. Impact of hyper-parameters range and e. The model is divided into three
partition classes.

are less likely to be pruned and the sparsity decreases. We can observe that the
accuracy does not change drastically for a wide range of .

Table 4. Accuracy with varying 4.

) +o0o | 0.5*s_avg | 0.4 * s_avg | 0.3*s_avg
# partition classes | 1 2 3 5
Accuracy 91.3% | 91.7% 92.3% 90.2%
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(a) LeNet-5 (b) ResNet-56

Fig. 4. Effect of partition with varying ranges.

Effectiveness of Partition Strategies. We first analyze the impact on accu-
racy with different number of partition classes. To this end, we fix range = 1.8
and € = 0.1 and vary § to change the partition result. Results are shown in
Table 4. When § is set to 400, all layers belong to the same class and the net-
work is pruned all through the training phase, which shows a 1.1% accuracy drop.
Dividing ResNet-56 into two or three classes improves accuracy. The model with
five classes has inferior accuracy, implicating too many classes result in insuffi-
cient training iterations in each stage.

We also verify the effectiveness of model partition with varying ranges.
Results are shown in Fig. 4. The model partition helps to improve accuracy over
a wide scope of ranges, confirming the benefit of our model partition approach
in stabilizing training and helping in good convergence.
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5 Conclusion

In this paper, we propose an in-training compression method, redundancy-aware
training. Our method can learn both sparse connections and weight values from
scratch. We highlight our redundancy-aware training achieves state-of-the-art
compression results without any post-training compression procedures and con-
sumes significantly less time when compared to other methods.
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Abstract. Mulitimudal matching aims to establish relationship across
different modalities such as image and text. Existing works mainly focus
on maximizing the correlation between feature vectors extracted from
the off-the-shelf models. The feature extraction and the matching are
two-stage learning process. This paper presents a novel two-stream con-
volutional neural network that integrates the feature extraction and the
matching under an end-to-end manner. Visual and textual stream are
designed for feature extraction and then are concatenated with multiple
shared layers for multimodal matching. The network is trained using an
extreme multiclass classification loss by viewing each multimodal data
as a class. Then a finetuning step is performed by a ranking constraint.
Experimental results on Flickr30k datasets demonstrate the effectiveness
of the proposed network for multimodal matching.

Keywords: Multimodal matching - Two-stream network
Convolutional neural network

1 Introduction

Multimodal analysis has received ever-increasing research focus due to the explo-
sive growth of multimodal data such as image, text, video and audio. A core
problem for multimodal analysis is to mine the internal correlation across differ-
ent modalities. In this paper, we focus on the image-text matching. For example,
given a query image, our aim is to retrieve the relevant texts in the database
that best illustrate the image. There are two major challenges in multimodal
matching: (1) effectively extracting the feature from the multimodal data; (2)
inherently correlating the feature across different modalities.

Previous works for multimodal matching prefered to adopt off-the-shelf mod-
els to extract the features rather than learn modality-specific features. For the
image, some well-known hand-crafted feature extraction techniques such as SIFT
[1], GIST [2] were widely used. Inspired by recent breakthroughs of convolu-
tional neural network (CNN) in visual recognition, CNN visual features were
also introduced to multimodal matching [14]. For the text, latent Dirichlet allo-
cation (LDA) [3] and word2vec [18] models were two typical choices for vec-
torization. Despite their contributions to the multimodal matching, off-the-shelf
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models suffer from some weaknesses. They are not specific designed for the task
of multimodal matching. That is, these features are not discriminative enough,
which limits the final matching performance.

Image Feature o]
Image CNN O
\ (@]
B Ranking Loss | i |Softmax
i N Classifier
A female tennis ‘~ | /
player in a white
shirt and black Text CNN | | o
tennis skirt getting L Text Feature 1©]

ready to swing.

Fig. 1. Overview of the proposed two-stream convolutional neural network.

Another challenge is to correlate these multimodal features. Most deep learn-
ing based methods [4,5] are highly dependent on the categorical information for
network training. However, such high-level semantic information is absent in
most scenarios and requires much manual labels. Furthermore, the explosive
increase of data makes it unrealistic to label each data with a certain category.
Luckily, co-occurred data usually delivers correlated information (i.e. image-text
pair information). The pair information is relatively easy to be obtained via the
web crawler and should be fully explored for multimodal matching.

To address above issues, we propose a novel two-stream convolutional neural
network as shown in Fig. 1, which extracts visual and textual representations and
simultaneously performs the task of multimodal matching. Thus the similarity
between images and texts can be measured directly according to the learned
representations. More specifically, CNN is the backbone to extract the feature
from the raw images and texts respectively. The outputs of the two stream
are concatenated and followed by several shared fully connected layers. The
final output of the network is the class probabilities after a softmax regression.
To train the network, we adopt an extreme multiclass classification loss and a
ranking loss both based on the pair information.

The remainder of this paper is structured as follows. Section 2 reviews the
related work. Section 3 presents our two-stream network for multimodal match-
ing and its learning process, followed by experimental results in Sect. 4. Section 5
draws an overall conclusion.

2 Related Work

The core issue for multimodal matching is to learn discriminative and joint
image-text representations. Canonical correlation analysis (CCA) [7] and cross-
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modal factor analysis (CFA) [8] were two classic methods. They linearly pro-
jected vectors from the two views into a shared correlation maximum space.
Andrew et al. proposed deep CCA [12] to learn the nonlinear transformation
through two deep networks, whose outputs are maximally correlated. Yan et al.
[13] further introduced DCCA into image-text matching.

Inspired by recent breakthroughs in visual recognition, CNN was also widely
employed in multimodal matching. Wei et al. [14] provided a new baseline for
cross-modal retrieval with CNN visual features instead of traditional SIFT [1]
and GIST [2] features. CNN has also shown its powerful abilities in natural lan-
guage processing. Hu et al. [10] proposed a sentence matching model based on
CNN that represented the sentence and captured the matching relation simul-
taneously. In [9], convolutional architectures were first employed to learn the
correlation between image and sentence by encoding their separate representa-
tions into a joint one.

There are also some deep models related to our work. In [6], a three-stream
deep convolutional network was proposed to generate a shared representation
across image, text, and sound modality. Wang et al. [15] presented a two-branch
network to learn the image-text joint embedding. The network was trained by an
extended ranking constraint and only received the input of feature vectors. Mao
et al. [16] proposed a multimodal Recurrent Neural Network (m-RNN) model for
image captioning and cross-modal retrieval. [17] presented a selective multimodal
network that incorporated attention and recurrent selection mechanism based
on long short term memory.

3 Two-Stream CNN

3.1 Network Architecture

Overall Architecture. As exhibited in Fig. 1, the overall architecture of the
proposed network contains two parts. The color part with two streams focuses
on the feature extraction from the raw image and text. The gray one integrates
the feature vectors from different modalities with shared weights and fully con-
nected layers for further multimodal matching. In general, to generate a joint
representation, the color part is specific to modality but gray one is shared across
modalities.

Image Stream. We adopt a 50-layer ResNet model [11] pretrained on ImageNet
classification tasks as the visual CNN. We discard the top fully connected layer
designed for ImageNet. Thus, given a raw image resized to 224 x 224, a 2048-
dim vector considered as the image representation is produced by the model
after average pooling.

Text Stream. Since each image can be represented by a fixed-length vector
with CNN, we also design a textual CNN with three convolutional layers to
vectorize the text as shown in Fig. 2. Text is first encoded into a 1 X n X d
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Fig. 2. Overview of the textual CNN stream.

numerical matrix T, where n is the length of the sentence and d is the size of
the vocabulary. The vocabulary contains all tokens appeared in the corpus. Let
w; be the i-th word in the vocabulary, thus w; can be converted into a one-hot
high-dimensional sparse vector v; where the i-th element is set to be 1 and rests
to be 0. Then the embedding layer turns each v; into a low-dimensional dense
word embedding e; with the length of k via a lookup table. Thus, each sentence
is encoded into a 1 X n x k matrix.

Though embedding layer encodes the semantic information of each word into
vectors, simply concatenating word vectors ignores many subtleties of a possible
good representation, e.g. consideration of word ordering. Therefore, following
convolutional layers are employed to extract the word sequence information of
the words. In each convolutional layer, the context in the sentence is modeled
using two convolution kernels of size 1 x 2 and 1 x 3, respectively. And the
outputs of two convolutional operations are concatenated directly, fed into fol-
lowing layers. At the end of network, a pooling layer with dropout is used to
produce final output, which matches the size of image features. Convolutional
layers combined with word embedding ensure that the output feature contains
most necessary information to effectively represent sentences for further multi-
modal matching.

3.2 Network Learning

Objective Function. Supervised semantic labels usually play an important
role in deep neural network learning. However, the lack of labels poses a unique
challenge to multimodal matching: how to effectively utilize the only image-text
pair information. In this paper, we transform the multimodal matching into an
extreme multiclass classification task where the matching becomes accurately
classifying a specific data among tens of thousands classes. Here, each mul-
timodal document including an image and corresponding text is viewed as a
pseudo class. Given an instance z, we apply the softmaz function to the output
of the network z € R*" (n is the number of multimodal document). Thus, we
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can obtain the posterior probability of the instance being classified into the right
category c. It can be formally written as Eq. (1).

Zc

€

D€

Then we minimize the negative log-likelihood P(c|x?), defined as Eq. (2).

P(c|z®) = softmax(z) = (1)

Leis = —log(P(c|z?)). (2)

To obtain more discriminative representations, we also performed a metric
learning based on a ranking constraint. Pair of distances in the feature space
between xP and x™ against the anchor £ should be pulled apart up to a margin
a (o = 0.1 in our case) as d(z% zP) + a < d(z®,2"). Instances sharing the
same pseudo class with z® are defined as zP, otherwise, . We compute the
cosine distance between the feature vectors (v;,v;) of two instances (x%,27) as
d(z',27) = 1— m We further define the bi-directional ranking constraint
with a hinge loss for the given image reference (xf,,,, 4y, ¥7,;) and the text

reference (2f,;, 27, Th,,) Tespectively as Eq. (3).

Lyank = mal’{oa d(x?mg7 $fxt) - d(x?mg7 1{;1&) + Oé}

—i—max{O, d(xgwﬂ xfmg) - d(xga:w x?mg) + O[}.

3)

The final objective function is a weighted combination of the classification
loss and ranking loss as Eq. (4).

L= )\chls + )\ZLranlv (4)

Training Scheme. Network training is done in three steps. Firstly, we fix the
image stream and train the remaining part using the classification loss (A2 = 0,
only text data is used). The reason behind is that pre-trained weights on Ima-
genet can be used for image stream but weights of the remaining part have to
be learned from scratch. Secondly, we update the weights of the entire network
after step 1 converges (A2 = 0, both text and image data are used). Considering
that ranking loss usually converges very slowly or even does not converge espe-
cially in two-stream network learning, we fine-tune the entire network using the
combination of the classification loss and ranking loss (A; = 1, A2 = 1) only in
the last step.

4 Experiment

4.1 Datasets and Evaluation Metrics

We choose widely-used Flickr30k [19] for experiments. Flickr30k contains 31,783
images collected from website Flickr. Each image is described with five sen-
tences. We follow the partition scheme in [16,17], where 29,783, 1,000, and 1,000
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images are used for training, validation, and test respectively. R@k and Med r
are adopted as evaluation metrics. R@k is the average recall rate over all queries
in the test set. Specifically, given a query, the recall rate will be 1 if at least one
ground truth occurs in the top-k returned results and 0 otherwise. Med r is the
median rank of the closest ground truth in the ranking list.

4.2 Implementation Details

For Flickr30k, the vocabulary size d is 20,074, and each word is encoded into a
300-dim dense vector. To ensure that each input sentence has the same length
of 32, we use 0 vectors as paddings for those short sentenses. And we use the
pre-trained vectors of the word2vec [18] model to initialize our embedding layer.
The network is optimized by backpropagation and mini-batch stochastic gradient
descent with the momentum fixed to 0.9. For the three training steps, learning
rate is set to 0.001. 0.0001 and 0.00005 respectively. The maximum epochs are
set to 180, 60 and 20 accordingly. In our experiments, we observe convergence
within 150, 30, 10 epochs.

4.3 Experimental Results

We consider two basic multimodal tasks: Img2Txt (an image query to retrieve
texts) and Txt2Img (a text query to retrieve images). Table 1 presents the exper-
imental results of different methods in terms of R@k and Med r. The proposed
network outperforms other methods in the Img2Txt task with the highest RQ1
of 48.4%. In the Txt2Img task, R@I obtained by our method is only 0.7% lower
than the best method RBF-Net [20]. The results indicate that the learned fea-
tures are effective for multimodal matching. The superiority of our network can
be explained by the following two aspects: (1) We simultaneously perform fea-
ture extraction and multimodal matching. Compared with off-the-Shelf models,
the learned features are more targeted for the matching task instead of previous
generic representations; (2) We fully explore the image-text pair information via
the classification and ranking loss to generate more discriminative representa-
tions.

We also conduct experiments to analyze the effect of the training scheme.
Step 1 only trains the text stream using the classification loss and directly
adopts the image features extracted from pre-trained ResNet-50. Step2 trains
the entire network using the classification loss, which encourages instance from
the same document to fall into one category. Thus, results obtained from step
2 gains a great increase of about 10%, 6% on R@1 in the bidirectional retrieval
respectively. Step 3 combines ranking constraints to further finetune the network,
which provides a higher performance for the final model.

Another issue to be noticed is that the improvement brought by step 2 is not
as impressive as that by step 3. On the one hand, that illustrates the effectiveness
of posing multimodal matching as a classification problem. On the other hand,
considering the effectiveness of ranking loss in previous works, there could be
space for improvement in our network especially the weakness of R@5 and R@10.
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Table 1. Bidirectional image and text retrieval results on Flickr30K.

Methods Img2Txt Txt2Img
R@1 |R@5 |R@Q10  Med r | R@1 | R@5 | R@10 | Med r

DCCA [13] 16.7 139.3 |52.9 |8 12.6 |131.0 [43.0 |15
m-CNN [9] 33.6 1641 749 |3 26.2 | 56.3 169.6 |4
m-RNN [16] 354 163.8 [ 73.7 |3 22.8 150.7 163.1 |5
2-branch [15] |40.3 |68.9 |79.9 - 29.7 160.1 |72.1 |-
sm-LSTM [17] | 42.5 |71.9 |81.5 |2 30.2 1604 723 |3
RBF-Net [20] |47.6 |77.4|87.1 |- 35.4 68.3 79.9 |-
Ours (step 1) |38.4 684 |79.3 2 28.4 |56.1 | 68.2 |4
Ours (step 2) |46.8 |75.7 |85.6 |2 33.5 |163.0 |749 |3
Ours (step 3) |48.4|77.2 |85.9 |2 34.7 1649 |764 |3

Ranking loss requires a careful triplet sampling strategy from the extremely
unbalanced positive and negative ones, which points out the direction of our
future work.

5 Conclusion

This paper mainly addresses the issue of multimodal matching via a novel two-
stream convolutional neural network. The proposed network can extract the
features from the raw image and text. To guarantee the features shared between
different modalities, a classifier and ranking constraint are adopted for network
learning by utilizing the pair information. Experimental results on Flickr30k
datasets demonstrate the effectiveness of viewing each multimodal document as
a discrete class. For further research, the ranking constraint will be polished to
perform a more effective metric learning. Also, more detailed experiments on the
Microsoft COCO datasets will be conducted to further validate the validity of
our network.
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Abstract. Graph kernels have been successfully applied to many graph
classification problems. Typically, a kernel is first designed, and then
an SVM classifier is trained based on the features defined implicitly by
this kernel. This two-stage approach decouples data representation from
learning, which is suboptimal. On the other hand, Convolutional Neu-
ral Networks (CNNs) have the capability to learn their own features
directly from the raw data during training. Unfortunately, they cannot
handle irregular data such as graphs. We address this challenge by using
graph kernels to embed meaningful local neighborhoods of the graphs in
a continuous vector space. A set of filters is then convolved with these
patches, pooled, and the output is then passed to a feedforward network.
With limited parameter tuning, our approach outperforms strong base-
lines on 7 out of 10 benchmark datasets. Code and data are publicly
available (https://github.com/giannisnik/cnn-graph-classification).

1 Introduction

Graphs are powerful structures that can be used to model almost any kind
of data. Social networks, textual documents, the World Wide Web, chemical
compounds, and protein-protein interaction networks, are all examples of data
that are commonly represented as graphs. As such, graph classification is a very
important task, with numerous significant real-world applications. However, due
to the absence of a unified, standard vector representation of graphs, graph
classification cannot be tackled with classical machine learning algorithms.

Kernel methods offer a solution to those cases where instances cannot be
readily vectorized. The trick is to define a suitable object-object similarity func-
tion (known as a kernel function). Then, the matrix of pairwise similarities can
be passed to a kernel-based supervised algorithm such as the Support Vector
Machine to perform classification. With properly crafted kernels, this two-step
approach was shown to give state-of-the-art results on many datasets [12], and
has become standard and widely used. One major limitation of the graph kernel
-+ SVM approach, though, is that representation and learning are two indepen-
dent steps. In other words, the features are precomputed in separation from the
training phase, and are not optimized for the downstream task.
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Conversely, Convolutional Neural Networks (CNNs) learn their own features
from the raw data during training, to maximize performance on the task at
hand. CNNs thus provide a very attractive alternative to the aforementioned
two-step approach. However, CNNs are designed to work on regular grids, and
thus cannot process graphs.

We propose to address this challenge by extracting patches from each input
graph via community detection, and by embedding these patches with graph
kernels. The patch vectors are then convolved with the filters of a 1D CNN and
pooling is applied. Finally, to perform graph classification, a fully-connected layer
with a softmax completes the architecture. We compare our proposed method
with state-of-the-art graph kernels and a recently introduced neural architecture
on 10 bioinformatics and social network datasets. Results show that our Kernel
CNN model is very competitive, and offers in many cases significant accuracy
gains.

2 Related Work

Graph Kernels. A graph kernel is a kernel function defined on pairs of graphs.
Graph kernels can be viewed as graph similarity functions, and currently serve
as the dominant tool for graph classification. Most graph kernels compute the
similarity between two networks by comparing their substructures, which can
be specific subgraphs [13], random walks [16], cycles [6], or paths [2], among
others. The Weisfeiler-Lehman framework operates on top of existing kernels
and improves their performance by using a relabeling procedure based on the
Weisfeiler-Lehman test of isomorphism [12]. Recently, two other frameworks were
presented for deriving variants of popular graph kernels [18,19]. Inspired by
recent advances in NLP, they offer a way to take into account substructure sim-
ilarity. Some graph kernels not restricted to comparing substructures of graphs
but that also capture their global properties have also been proposed. Exam-
ples include graph kernels based on the Lovasz number and the corresponding
orthonormal representation [7], the pyramid match graph kernel that embeds ver-
tices in a feature space and computes an approximate correspondence between
them [11], and the Multiscale Laplacian graph kernel, which captures similarity
at different granularity levels by considering a hierarchy of nested subgraphs [9].

Graph CNNs. Extending CNNs to graphs has experienced a surge of interest
in recent years. A first class of methods use spectral properties of graphs. An
early generalization of the convolution operator to graphs was based on the
eigenvectors of the Laplacian matrix [3]. A more efficient model using Chebyshev
polynomials approximation to represent the spectral filters was later presented
[4]. All of these methods, however, assume a fixed graph structure and are thus
not applicable to our setting. The model of [4] was then simplified by using a
first-order approximation of the spectral filters [8], but within the context of
a node classification problem (which again, differs from our graph classification
setting). Unlike spectral methods, spatial methods [10,15] operate directly on the
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Fig. 1. Overview of our Kernel Graph CNN approach.

topology of the graph. Finally, some other techniques rely on node embeddings
obtained as an unsupervised pre-processing step, like [14], in which graphs are
represented as stacks of bivariate histograms and passed to a classical 2D CNN
for images.

The work closest to ours is probably [10]. To extract a set of patches from the
input graph, the authors (1) construct an ordered sequence of vertices from the
graph, (2) create a neighborhood graph of constant size for each selected vertex,
and (3) generate a vector representation (patch) for each neighborhood using
graph labeling procedures such that nodes with similar structural roles in the
neighborhood graph are positioned similarly in the vector space. The extracted
patches are then fed to a 1D CNN. In contrast to the above work, we extract
neighborhoods of varying sizes from the graph in a more direct and natural way
(via community detection), and use graph kernels to normalize our patches. We
present our approach in more details in the next section.

3 Proposed Approach

In what follows, we present the main ideas and building blocks of our model.
The overarching process flow is illustrated in Fig. 1.

3.1 Patch Extraction and Normalization

Many types of real-world data are regular grids, and can thus be decomposed
into units that are inherently ordered along spatial dimensions. This makes the
task of patch extraction easy, and normalization unnecessary. For example, in
computer vision (2D), meaningful patches are given by instantiating a rectangle
window over the image. Furthermore, for all images, pixels are uniquely ordered
along width and height, so there is a correspondence between the pixels in each
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patch, given by the spatial coordinates of the pixels. This removes the need for
normalization. Likewise, in NLP, words in sentences are uniquely ordered from
left to right, and a 1D window applied over text provides again natural regions.
However, graphs do not exhibit such an underlying grid-like structure. They are
irregular objects for which there exist no canonical ordering of the elementary
units (nodes). Hence, generating patches from graphs, and normalizing them so
that they are comparable and combinable, is a very challenging problem. To
address these challenges, our approach leverages community detection and graph
kernels.

Patch Extraction with Community Detection. There is a large variety of
approaches for sampling from graphs. We can extract subgraphs for all vertices
(which may be computationally intractable for large graphs) or for only a subset
of them, such as the most central ones according to some metric. Furthermore,
subgraphs may contain only the hop-1 neighborhood of a root vertex, or vertices
that are further away from it. They may also be walks passing through the root
vertex. A more natural way is to capitalize on community detection algorithms
[5], as the clusters correspond to meaningful graph partitions. Indeed, a commu-
nity typically corresponds to a set of vertices that highly interact with each other,
as expressed by the number and weight of the edges between them, compared to
the other vertices in the graph. In this paper, we employ the Louvain clustering
algorithm, which extracts non-overlapping communities of various sizes from a
given graph [1]. This multilevel algorithm aggregates each node with one of its
neighbors such that the gain in modularity is maximized. Then, the groupings
obtained at the first step are turned into nodes, yielding a new graph. The pro-
cess iterates until a peak in modularity is attained and no more change occurs.
Note that since our goal here is only to sample relevant local neighborhoods from
the graph, we could have used any other state-of-the-art community detection
algorithm. We opted for Louvain as it is very fast and scalable.

Patch Normalization with Graph Kernels. After extracting the subgraphs
(communities) from a given input graph, standardization is necessary before
being able to pass them to a CNN. We can define this step as that of patch
normalization. To this purpose, we leverage graph kernels, as described next.
Note that since the steps below do not depend on the way the subgraphs were
obtained, we use the term subgraph (or patch) rather than community in what
follows, to highlight the generality of our approach.

Let G = {G1,Ga,...,GN} be the collection of input graphs. Let
S1,82,...,Sn be the sets of subgraphs extracted from graphs G1,Gs,...,Gy
respectively. Since the number of subgraphs extracted from each graph may
depend on the graph (like in our case with the Louvain community detection
algorithm), these sets vary in size.

Furthermore, let S? be the j'" element of S; (i.e., the j** subgraph extracted
from G;), and P; be the size of S; (i.e., the total number of subgraphs extracted
from G;). Let then S = {57 : i € {1,2,...,N},j € {1,2,..., P;}} be the set of
subgraphs extracted from all the graphs in the collection, and P its cardinality.
Let finally K € RP*P be the symmetric positive semidefinite kernel matrix
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constructed from S using a graph kernel k. Since the total number P of subgraphs
for all the graphs in the collection is very large, populating the full kernel matrix
K and factorizing it to obtain low-dimensional representations of the subgraphs
is O(P?). Fortunately, the Nystrom method [17] allows us to obtain Q € RF*P
(with p < P) such that K ~ QQ" at the reduced cost of O(p?P), by using only
a small subset of p columns (or rows) of the kernel matrix. The rows of @ are
low-dimensional representations of the subgraphs and serve as our normalized
patches.

3.2 Graph Processing

1D Convolution. To process a given input graph, many filters are convolved
with the normalized representations of the patches contained in the graph. For
example, for a given filter w € RP, a feature ¢; is generated from the 4t patch
of graph G; 2] as:
c;=a(w'z)

where o is an activation function. In this study, we used the identity function
o(c) = ¢, as we observed no difference in results compared to nonlinear activa-
tions. Therefore, when applied to a patch z/, the convolution operation corre-
sponds to the inner product (w, zzj ). We will show next that any filter w with

[|lw|] < oo learned by our network belongs to the Reproducing Kernel Hilbert
Space (RKHS) H of the employed graph kernel k.

Theorem 1. The filters live in the RKHS of the kernel k that was used to
normalize the patches.

Proof. Given two subgraphs Sf and Sg,/ extracted from G; and G} and their

associated normalized patches zf and zf,/, it holds that:

(=], 23y = k(S7,5%) = (6(57), 6(S2 ) )

Let Z2 = {zf cie {1,2,...,N},j € {1,2,...,P;}} be the set containing all
patches of the input graphs. Then, Span(Z) is either the space of all vectors in
RP if the rank of the kernel matrix is P or the space of all vectors in R” whose
last ¢ components are zero if the rank of the kernel matrix is P —¢ where ¢ > 0.
Then, given a patch z], vector w is contained in Span(Z), hence:

N P
o(w'z])=(w,z]) = a2

i'=1 j/—l

—ZZQ, 2, 2l) ZZaijZ,,SJ

i=1j5'=1 i'=1j5'=1

which shows that the filters live in the RKHS associated to graph kernel k. For
other smooth activation functions, one can also show that the filters will be
contained in the corresponding RKHS of the kernel function [20].
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Note that the proposed approach can be thought of as a CNN that works directly
on graphs. In computer vision, convolution corresponds to the element-wise mul-
tiplication between part of an image and a filter followed by summation. Con-
volution can thus be viewed as an inner-product where the output is a single
feature. In our setting, convolution corresponds to the inner-product between
part of a graph (i. e. a patch) and a filter (i.e. a graph). Such an inner-product is
implicitly computed using a graph kernel, and the output is also a single feature.

By convolving w with all the normalized patches of the graph, the following
feature map is produced:

c=ler,co,..iep,. ]

where P, = max(P; : i € {1,2,...,N}) is the largest number of patches
extracted from any given graph in the collection. For graphs featuring less than
Pp.q0 patches, zero-padding is employed.

Note that this approach is similar to concatenating all the vector represen-
tations of the patches contained in a given graph (padding if necessary), thus
obtaining a single vector representation of the graph, and sliding over it a unidi-
mensional filter of size the length of a single patch vector, without overspanning
patches (i.e., with stride equal to filter size).

Pooling. We then apply a max-pooling operation over the feature map, thus
retaining only the maximum value of ¢, max(cy,¢a,...,¢p,,..), as the signal
associated with w. The intuition is that some subgraphs of a graph are good
indicators of the class the graph belongs to, and that this information will be
picked up by the max-pooling operation.

3.3 Processing New Graphs

When provided with a never-seen graph (at test time), we first sample subgraphs
from it (here, via community detection), and then project them to the feature
space of the subgraphs in the training set. Given a new subgraph S/, its pro-
jection can be computed as 27 = QTv where QT € RP*F is the pseudoinverse of
Q € RP*P and v € R is the vector containing the kernel value between S7 and
all P subgraphs in the training set (those contained in set S). The dimension-
ality p of the emerging vector is the same as that of the normalized patches in
the training set. Thus, this vector can be convolved with the filters of the CNN
as previously described.

3.4 Channels

Rather than selecting one graph kernel in particular to normalize the patches,
several kernels can be jointly used. The different representations provided by
each kernel can then be passed to the CNN through different channels, or depth
dimensions. Intuitively, this can be very beneficial, as each kernel might capture
different, complementary aspects of similarity between subgraphs. We experi-
mented with the following popular kernels:
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e Shortest path kernel (SP) [2]: to compute the similarity between two
graphs, this kernel counts how many pairs of shortest paths have the same
source and sink labels, and identical length, in the two graphs. The runtime
complexity for a pair of graphs featuring n; and ny nodes is O(n1%ns?).

¢ Weisfeiler-Lehman subtree kernel (WL) [12]: for a certain number h of
iterations, this kernel performs an exact matching between the compressed
multiset labels of the two graphs, while at each iteration it updates these

labels. It requires O(hm) time for a pair of graphs with m edges.

This gave us two single channel models (KCNN SP, KCNN WL), and one
model with two channels (KCNN SP + WL).

4 Experimental Setup

4.1 Synthetic Dataset

Dataset. As previously mentioned, the intuition is that our proposed KCNN
model is particularly well suited for settings where some regions in the graphs are
highly discriminative of the class the graph belongs to. To empirically verify this
claim, we created a dataset featuring 1000 synthetic graphs generated as follows.
First, we generate an Erdos-Rényi graph with number of vertices sampled from
ZN [100, 200] with uniform probability, and edge probability equal to 0.1. We
then add to the graph either a 10-clique or a 10-star graph by connecting the
vertices with probability 0.1. The first class of the dataset is made of the graphs
containing a 10-clique, while the second class features the graphs containing a
10-star subgraph. The two classes are of equal size (500 graphs each).

Baselines. We compared our model against the shortest-path kernel (SP)
[2], the Weisfeiler-Lehman subtree kernel (WL) [12], and the graphlet kernel
(GR) [13].

Configuration. We performed 10-fold cross-validation. The C' parameter of
the SVM (for all graph kernels) and the number of iterations (for the WL kernel
baseline) were optimized on a 90/10 split of the training set of each fold. For the
graphlet kernel, we sampled 1000 graphlets of size up to 6 from each graph. For
our proposed KCNN, we used an architecture with one convolution-pooling block
followed by a fully connected layer with 128 units. The ReLU activation was used,
and regularization was ensured with dropout (0.5 rate). A final softmax layer
was added to complete the architecture. The dimensionality of the normalized
patches (number of columns of Q) was set to p = 100, and we used 256 filters (of
size p, as explained in Subsect. 3.2). Batch size was set to 64, and the number of
epochs and learning rate were optimized by performing 10-fold cross-validation
on the training set of each fold. All experiments were run on a single machine
consisting of a 3.4 GHz Intel Core i7 CPU with 16 GB of RAM and an NVidia
GeForce Titan Xp GPU.

Results. We report in Table 1 average prediction accuracies of our three mod-
els in comparison to the baselines. Results validated the hypothesis that our
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Table 1. Classification accuracy of state-of-the-art graph kernels: shortest path (SP),
graphlet (GR), and Weisfeiler-Lehman subtree (WL); and the single and multichannel
variants of our approach (KCNN), on the synthetic dataset.

SP GR | WL | KCNN SP|KCNN WL | KCNN SP + WL
75.47 | 69.34 | 65.88 | 98.20 97.25 98.40

proposed model (KCNN) can identify those areas in the graphs that are most
predictive of the class labels, as its three variants achieved accuracies greater
than 98%. Conversely, the baseline kernels failed to discriminate between the
two categories. Hence, it is clear that in such settings, our model is more effec-
tive than existing methods.

4.2 Real-World Datasets

Datasets. We also evaluated the performance of our approach on five bioinfor-
matics (ENZYMES, NCI1, PROTEINS, PTC-MR, D&D) and five social net-
work datasets (IMDB-BINARY, IMDB-MULTI, REDDIT-BINARY, REDDIT-
MULTI-5K, COLLAB)!. Notice that the bioinformatics datasets are labeled
(labels on vertices), while the social interaction datasets are not.

Baselines. We evaluated our model in comparison with the shortest-path kernel
(SP) [2], the random walk kernel (RW) [16], the graphlet kernel (GR) [13], the
Weisfeiler-Lehman subtree kernel (WL) [12], the best kernel from the deep graph
kernel framework (Deep Graph Kernels) [19], and a recently proposed graph
CNN (PSCN k = 10) [10]. Since the experimental setup is the same, we report
the results of [19] and [10].

Configuration. Same as Subsect. 4.1 above.

Results. The 10-fold cross-validation average test set accuracy of our approach
and the baselines is reported in Table2. Our approach outperforms all base-
lines on 7 out of the 10 datasets. In some cases, the gains in accuracy over
the best performing competitors are considerable. For instance, on the IMDB-
MULTI, COLLAB, and D&D datasets, we offer respective absolute improve-
ments of 2.23%, 2.33%, and 2.56% in accuracy over the best competitor, the
state-of-the-art graph CNN (PSCN k£ = 10). Finally, it should be noted that
on the IMDB-MULTTI dataset, every variant of our architecture outperforms all
baselines.

Interpretation. Overall, our Kernel CNN model reaches better performance
than the classical graph kernels (SP, GR, RW, and WL), showing that the ability
of CNNs to learn their own features during training is superior to disjoint feature
computation and learning. It is true that our approach also comprises two disjoint
steps. However, the first step is only a data preprocessing step, where we extract

! The datasets, further references and statistics are available at https://ls11-www.cs.
tu-dortmund.de/staff/morris/graphkerneldatasets.
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Table 2. 10-fold cross validation average classification accuracy (+ standard deviation)
of the proposed models and the baselines on the bioinformatics (top) and social network

(bottom) datasets. Best performance per dataset in bold, among the variants of our
Kernel CNN model underlined.

Method Dataset

ENZYMES NCI1 PROTEINS PTC-MR D&D
SP 40.10 (+ 1.50) [73.00 (£ 0.51) [75.07 (& 0.54) 58.24 (4 2.44) >3 days
GR 26.61 (£ 0.99) [62.28 (£ 0.29) |71.67 (£ 0.55) 57.26 (£ 1.41) 78.45 (£ 0.26)
RW 24.16 (+ 1.64) >3 days 74.22 (4 0.42) 57.85 (+ 1.30) >3 days
WL 53.15 (£ 1.14) |80.13 (£ 0.50) |72.92 (& 0.56) 56.97 (+ 2.01) 77.95 (£ 0.70)
Deep Kernels  |53.43 (£ 0.91) |80.31 (& 0.46)[75.68 (+ 0.54) 60.08 (+ 2.55) NA
PSCN k=10 |NA 76.34 (+ 1.68) |75.00 (£ 2.51) 62.29 (+ 5.68) 76.27 (+ 2.64)
KCNN SP 46.35 (+ 0.39) [75.70 (£ 0.31) [74.27 (£ 0.22) 62.94 (+ 1.69) 76.63 (+ 0.09)
KCNN WL 43.08 (£ 0.68) |75.83 (£ 0.25) |75.76 (+ 0.28) 61.52 (£ 1.41) 75.80 (£ 0.07)

KCNN SP + WL

48.12 (+ 0.23)

77.21 (£ 0.22)

73.79 (& 0.29)

62.05 (+ 1.41)

78.83 (£ 0.29)

IMDB BINARY

IMDB MULTI

REDDIT BINARY]

REDDIT MULTI-5K

COLLAB

GR 65.87 (£ 0.98) |43.89 (4 0.38) |77.34 (& 0.18) 41.01 (£ 0.17) 72.84 (4 0.28)
Deep GR 66.96 (£ 0.56) |44.55 (4 0.52) |78.04 (& 0.39) 41.27 (+ 0.18) 73.09 (& 0.25)
PSCN k=10 |71.00 (+ 2.29) [45.23 (4 2.84) 86.30 (+ 1.58)  |49.10 (+ 0.70) 72.60 (% 2.15)
KCNN SP 69.60 (+ 0.44) [45.99 (+ 0.23) [77.23 (£ 0.15) 44.86 (4 0.24) 70.78 (4 0.12)
KCNN WL 70.46 (4 0.45) |46.44 (+ 0.24) |81.85 (+ 0.12)  |50.04 (4 0.19) 74.93 (+ 0.14)

KCNN SP + WL

71.45 (4 0.15)

47.46 (4 0.21)

78.35 (4 0.11)

44.63 (4 0.18)

74.12 (£ 0.17)

neighborhoods from the graphs, and normalize them with graph kernels. The
features used for classification are then learned during training by our neural
architecture, unlike the GK + SVM approach, where the features, given by the
kernel matrix, are computed in advance, independently from the downstream
task.

Our two single-channel architectures perform comparably on the bioinfor-
matics datasets, while the KCNN WL variant was superior on the social net-
work datasets. On the REDDIT-BINARY, REDDIT-MULTI-5K and COLLAB
datasets, KCNN WL also outperforms the multichannel architecture, with quite
wide margins. The multi-channel architecture (KCNN SP + WL) leads to better
results on 5 out of the 10 datasets, showing that capturing subgraph similarity
from a variety of angles sometimes helps.

Table 3. 10-fold cross validation runtime of proposed models on the 10 real-world

graph classification datasets.

ENZYMESNCI1 PROTEINSPTC-MRD&D [IMDB IMDB REDDIT REDDIT |COLLAB
BINARY MULTI |[BINARY |MULTI-5K
KCNN SP [28” 4’ 267427 227 54”7 367 1’ 417 5’ 29” 15’ 27 7 2”
KCNN WL|53” 4’ 54748” 227 1’ 337417 58” 57 227 14’ 23”7 8’ 58”
KCNN SP |17 137 5 17 537 25”7 1’ 467457 1’ 447 9’ 577 24’ 28”7 10’ 24”7
+ WL
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Runtimes. We also report the time cost of our three models in Table 3. Runtime
includes all steps of the process: patch extraction, path normalization, and 10-
fold cross validation procedure. We can see that the computational complexity
of the proposed models is not high. Our most computationally intensive model
(KCNN SP + WL) takes less than 25min to perform the full 10-fold cross
validation procedure on the largest dataset (REDDIT-MULTI-5K). Moreover,
in most cases, the running times are lower or comparable to the ones of the
state-of-the-art Graph CNN and Deep Graph Kernels models [10,19].

5 Conclusion

In this paper, we proposed a method that combines graph kernels with CNNs
to learn graph representations and to perform graph classification. Our Kernel
Graph CNN model (KCNN) outperforms 6 state-of-the-art graph kernels and
graph CNN baselines on 7 datasets out of 10.
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Abstract. The three-phase induction motors are widely used in a lot of
applications both industry and other environments. Although this electrical
machine is robust and reliable for industrial tasks, for example, conditioning
monitoring techniques have been investigated during the last years to identify
some electrical and mechanical faults in induction motors. In this sense, broken
rotor bars is a typical fault related to the induction machine damage and the
current technical solutions have shown some drawbacks for this kind of failure
diagnosis, particularly when motor is running at very low slip. Therefore, this
paper proposes a new use of Histogram of Oriented Gradients, usually applied in
computer vision and image processing, for broken bars detection, using data
from only one phase of the stator current of the machine. The intensity gradients
and edge directions of each time-window of the stator signal have been applied
as inputs for a neural network classifier. This method has been validated using
some experimental data from a 7.5 kW squirrel cage induction machine running
at distinct load levels (slip conditions).

Keywords: Induction motors - Broken rotor bars - Stator current
Neural network classifier

1 Introduction

During the past decades, conditioning monitoring techniques have been applied by
several researchers for failure detection in induction motors (IM), as well as in pre-
dictive maintenance programs at industry. Today, the induction motors are responsible
for many load drivers and also capable of applying its power in a variety of energy
conversion processes [1]. However, the IMs have some technical limitations, such as
mechanical stresses or electromagnetic strengths that are usually related to damages in
stator and rotor cage [2]. For larger machines, for example, longer downtime per failure
usually occurred with induction motors starting more than once per day, or in appli-
cations of pulsating load or direct on-line startups [3].

A noninvasive technique, called motor current signature analysis (MCSA), is
currently applied for broken bars detection and has been used over the last decades,
particularly due to its noninvasive characteristic and attractive applications in industrial
environment, but MCSA has some drawbacks related to rotor failures diagnosis, such
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as detection at very low slip (low load or no load) and nonadjacent broken bars, as cited
by [4-6]. The sideband frequencies (features extracted from stator current) which are
related to MCSA are usually near the fundamental frequency for a motor running at
low load, thus it is quite difficult to distinguish between a healthy and failure rotor.
Therefore, in many cases MCSA is responsible for both false positive and negative
alarms in the rotor broken bars evaluation [4].

Other signal processing and feature extraction methods have been used for failure
diagnosis on induction motors using time and/or frequency domain data, such as
described by [7-11]. In general, such works have disclosed the use of Fast Fourier
Transform (FFT), Hilbert Transform (HT), Esprit and Empirical Mode Decomposition
(EMD) to extract some information from stator current and other signals from a IM
with broken bars. However, most of them require a long data acquisition time and a
high frequency resolution to ensure the failure detection efficiency.

In addition, other studies have demonstrated the use of some machine learning and
artificial intelligence approaches to detect no only broken rotor bars, but also other
types of failures in induction motors as cited by [12—15]. A recent work published by
[16], for example, has disclosed the current methods used for fault diagnosis on rotating
machinery, such as artificial neural networks, clustering algorithms, deep learning and
hybrid techniques.

Based on the aforementioned state of the art, the present work proposes a new
approach for broken rotor bars diagnosis, using histogram oriented gradients
(HOG) method [17], using only one single phase data of the stator current. The main
features of stator current data have been extracted from the intensity gradients and edge
directions for a multilayer perceptron classifier (MLP). In addition, this paper discusses
the present approach for broken bars detection when induction motors are operating at
reduced load or low slip.

2 Theoretical Background

An analog signal is a physical process that depends on time and can be modeled by a
real function on a variable real that representing time.

In this paper, this function models the stator current from an induction motor which
represents a sinusoidal and periodic signal of the electrical machine. The amplitude of
this signal depends on the load torque applied to the shaft of the motor. The stator
current signals can be digitized by a process called sampling which approximate the
stator current signals taken at regular time intervals.

Thus, the digital stator current signals is represented by a functionu : D C Z — R,
in which a sample x € D is an integer number representing a discrete instance in a
sampled time of T seconds. In addition, this signal, which is periodic, can be divided
into cycles with duration of 1/f seconds, since f is the fundamental frequency set to
60 Hz. Thus, we consider W = {W,, W, ---, Wy, } a partition on D such that for any
1 <i< Ty, follows that a time-window W; contains the samples of some complete
cycles of signal u. Thus, the time-window W; contains W, complete cycles with
% X Weycie samples of a sample time Ty = Weyee X % x Tw seconds. Note that, W is a
set non-empty, its elements are disjoint and the union of its time-windows is W.
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2.1 The Histogram of Oriented Gradients as a Feature Descriptor

The HOG is a feature descriptor, introduced by Dalal and Triggs, for the detection of
pedestrians in photographs [17] and later used for other object detection problems, as
the solutions disclosed by [18] and [19]. The HOG is a technique for describing the
original signal u through a histogram of the gradient direction. The gradient V(u) can
be computed by a simple difference schema, as follows:

v € D, [V(u)](x) = X1t D (1)

The gradient direction 0(V («)) at point x € D is expressed as an angle in intervals
of [0, 2] radians and can be computed, as follows:

Vx € D, [0(V(u))](x) = tan™' (V (u)) (2)

Then, each sample x € D contributes to the histogram with a value proportional to
its gradient magnitude that can obtained by:

Wx € D, [p(V(u))](x) = / V(u)’ 3)

The histogram is constructed for a small number np;,; of bins corresponding to
regular intervals of gradient direction. Besides that, a sample x localized in k-th bin can
contribute to two angle range in the histogram according to the distance ratio between
the bin angle center 0; and the sample angle [0(V(u))](x). This proportion is given as
follows:

(4)

CM@M%QPWWMMM—MH

Npins

Therefore, we compute a histogram HOG for each time-window W; € W as follows:

[HOG (u, W)](k) = Y " an(x)p(x), for k= 1,2, nying (5)

xeW;

where wy(x) is defined in Eq. (4) and p(x) is defined in Eq. (3).

3 The HOG-MLP Method for Broken Bars Detection

The proposed method is based on divide-to-conquer approach. The idea is to divide the
problem into sub-problems and then the sub-problem solutions are combined to give a
solution to the original problem. In this sense, our original problem is to classify broken
rotor bars through the stator current signal. So, we divide the stator current signal into
time-windows given by the partition W. Then, each time-window W; is classified
through a multilayer perceptron. Thus, we combine the results of the MLP into a single
classification through the bayesian classifier.
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The proposed method for the diagnosis of broken rotor bars consists of six stages
(see Fig. 1) which comprise: (i) Acquisition of stator current signal; (ii) Signal sim-
plification; (iii) Signal segmentation in cycles; (iv) Feature extraction; (v) Classification
of time-window; and (vi) Fault detection.

Induction Stator Signal Signal

motor : o . :
current simplification segmentation
acquisition (filtering) in cycles
“ Current

sensor Fault Classification of Feature
(cn detection [*— signalcycles |« extraction

r (ANN) (HOG)

Fig. 1. Squematic view for broken bars detection using HOG and MLP.

Acquisition of Stator Current Signal: A table representing the function
u:D CZ — R, is constructed from the stator current data. These data have been
collected from motor running at four distinct load torque conditions, i.e., the braking
system has been supplied with 40 V (slip = 0.66%), 50 V (slip = 0.077%), 60 V
(slip = 1%) and 70 V (slip = 1.16%), thus the motor was running at very low slip in all
cases (close to or lower than 1%). It is important to highlight that large motors usually
run at low slip even for rated load, and small motors often operate at below rated load
in many industrial applications. The slip s can be defined as the difference between the
flux speed Ns and the rotor speed Nr and is usually expressed as a percentage of
synchronous speed (Ns), i.e., s = % x 100%. The stator current was sampled at a
time of 10 s (i.e., Ty = 10 s), thus, considering the fundamental frequency of 60 Hz and
a sample frequency of 10 kHz.

Signal Simplification: After collecting the data from motor, the stator current was
filtered to reduce the noise and to contribute for signal processing in the time domain.
A Butterworth sixth order low pass filter was used in a cutoff frequency of 200 Hz,
since this value was able to extract the waveform distortion according to the rotor
failure. It is important to highlight that the distortion of the sinusoidal wave (stator
current) is greater in the presence of broken bars, since this failure produces harmonic
components with higher amplitudes (rotor slots harmonics).

Signal Segmentation in Cycles: As the sample time is 10 s, the fundamental fre-
quency is 60 Hz and sampled frequency is 10 kHz. Then, each sample time has 600
cycles and each cycle contains 167 samples. In addition, the partition W is constructed
in the following ways: either 600 time-windows of a single cycle each (i.e., Weyee = 1)
or 20 time-windows with 30 cycles each (i.e., Weye = 30).

Feature Extraction: The feature extraction was performed for each time-window of
partition W and thus it was constructed a set of feature vectors from a stator current
signals u, i.e., k(u) = {HOG(u, W;) : W; € W}. From the descriptors extracted from
the stator current signals we constructed the training and validation datasets, in which
6400 labeled examples were used for the training dataset.
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Moreover, the datasets were constructed using balanced samples, that is, both
classes contain the same amount of samples. It is worth remembering that we have
constructed a pair training/validation dataset for each of our approach parameters that is
discussed in Sect. 4.

Classification of Time-Window: A typical MLP classifier is built to using a training
set S = {(pr,cx) € R™» x {0,1} : k=1,2,---,60 x Ty} of labeled feature vectors.
The features vector is given by HOG(u, W;) € k(u) of a time-window W; € W of a
stator current signal u into time-window of a healthy stator current signal (labeled “0”)
or time-window of an unhealthy stator current signal (labeled “17), i.e.,
MLB : R™» — {0,1}.

The ANN was trained with 37 input features extracted from HOG, using the
Levenberg-Marquardt algorithm and only one hidden layer was used in its topology.
The training error obtained for the MLP classifier is about 1.7 x 107> using the tra-
ditional k-fold-cross-validation (with k = 10) technique to evaluate the classifier
performance.

Fault Detection: The last stage comprises the combining each time-window classifi-
cation for the rotor fault detection. This procedure is performed using bayesian clas-
sifier. Thus, given a stator current signal u, we detected the rotor condition as follows:

Bayesian Classifier = failure, . i PO N () > Py = Olk(u))
non—failure, otherwise

failure, —if Py = 1}k(u)) > P(y = Olk(x))

non—failure, otherwise

Bayesian Classifier = { (6)

where the posterior probabilities P(y = 1|k(u)) > P(y = 0|k(u)) are designed using
MLP classifier as follows:

PO= 1) = Y T )

Xi€ k(u)

and P(y=0|k(u)) =1— P(y = 1]k(u)). The priori probabilities P(y=1) and
P(y = 0) are discussed in Sect. 4.

4 Experimental Results

As mentioned before, a current sensor (CT - current transform) was used to measure the
stator current from a 7.5 kW squirrel cage induction motor (rated speed = 1800 rpm).
This signal has been collected using a PC and an USB digital Oscilloscope Hantek,
model HT6022BE, with bandwidth in 20 MHz and maximum real-time sample rate of
48 MS/s. The data was collected from some tests performed at laboratory, considering
the motor running at rated frequency (60 Hz) and under distinct load levels. Figure 2
shows the experimental setup of the induction motor.
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(a) Experimental setup (b) Healthy rotor and rotor with one broken bar

Fig. 2. (a) Experimental setup and (b) Two rotor conditions.

For experimental tests and rotor evaluation, the stator current data have been col-
lected from motor running at four distinct load torque conditions, i.e., the braking
system has been supplied with voltage equal to 40 V, 50 V, 60 V and 70 V. The stator
current was sampled at a sampled time of 10 s (i.e., Tg = 10 s). Thus, considering the
fundamental frequency of 60 Hz and a sample frequency of 10 kHz, each sampled time
has 600 cycles. The classification error and the accuracy were obtained using a 10-fold-
cross-validation, by considering some stator signal parameters variation. The perfor-
mance of the MLP classifier is better described as follows.

4.1 Analysis of Parameters for the Proposed Method

In this subsection we show an analysis based on receiver operating characteristic
(ROC) to find of the best parameters for ours approach. The parameters studied were
(1) the angle range of HOG, i.e., the parameter ny;,,; (2) the time-window length, i.e.,
the parameter W,,.; and (3) the threshold value for output classification.

We study the gradient directions used in the HOG and we realized that the angles
are in intervals of —90°, +90° giving a total of 37 angles. Thus, we analyzed the
parameter n;, varying of [1, 5] the quantity of angle by bin of HOG using a ROC
curve. Analogously, we analyzed the parameter W, for some time-window lengths.
Figure 3 shows respectively the ROC curve results for a time-window of only one
cycle and also for 30 cycles, according to the HOG bin angle variation.

o1 02 03 01 o5 o8 o7 ) 7] P ) o1 oz [ 0 os o8 o7 02

(a) ROC Curve using W, = 1 (b) ROC Curve using Wy = 30

Fig. 3. Analysis of ROC curves to determine the better W, and ny;,, parameters.
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It is possible to note that the ROC curves generated from a stator signal processed
with 30 cycles has demonstrated a better performance than those obtained for only one
cycle, even for distinct HOG angles, thus, in this paper the time-window of 30 cycles
(i.e., 0.5 s) was chosen for broken rotor bar detection using MLP classifier. As men-
tioned by [20], the more the ROC curve is to the upper left corner the better the
classifier performance is. Using the parameters selected, a typical bin angle distribution
for a healthy motor and a damaged rotor is shows in Fig. 4. It is possible to note some
HOG bin angle amplitudes variation according to the two classes conditions (healthy
and faulted rotor).

Amplitude of each bin angle

Healthy rotor Damaged rotor
Bin angle of HOG

Fig. 4. Typical HOG for a healthy motor and a damaged rotor.

4.2 Fault Detection Using HOG, MLP and Bayesian Approach

In this work, the HOG angle of 5° was chosen as the best value for histogram descriptor
distribution. It should be noted that, the MLP has been trained with 60 stator current
signals. In the previous section, the MLP topologies were trained to defined the best
parameters for rotor fault detection using HOG (threshold of sigmoid neuron is 0.7,
Npins = 37 and Weye. = 30). The input layer is related to the number of 7y, thus the
input of each MLP topology was built with 37 bin angles. In this paper, a single hidden
layer with 50 neurons was used for rotor fault detection.

Table 1 shows the results obtained for four load conditions of the rotor evaluation,
after applying MLP classifier. These results are true positive values (TP), false negative
(FN), true negative values (TN), false positive values (FP), specificity (SP), sensitivity
(SN) and accuracy for both learning and validation datasets. In this case, the experi-
ments numbered between 41 and 70 have been used for validation purposes.In the last
stage, the rotor fault detection was performed using time-window classification and
Bayesian classifier, as mentioned in Sect. 3.



40 L. C. Silva et al.

Table 1. Results for time-window classification after applying MLP classifier.

Load condition TP |FN |TN |FP |SP |SN |Samples | Experiments | Acc (%)
All loads (training data) | 3128 | 723137 | 63|0.98|0.97 | 6400 320 0.98
All loads (validation data) | 2129 | 271 | 2100 | 300 | 0.87 | 0.88 | 4800 240 0.88
40 V (validation data) 513| 87| 528 | 72/0.88|0.85| 1200 60 0.87
50 V (validation data) 537| 63| 529| 71/0.88|0.90| 1200 60 0.89
60 V (validation data) 556 | 44| 505| 95/0.84]0.93|1200 60 0.88
70 V (validation data) 591 9| 561| 39/0.93]0.98| 1200 60 0.96

For find the priori probabilities P(y = 1) and P(y =0) we performed a ROC
analysis and thus P(y = 1) = 0.5 was considered the best value for rotor condition
diagnosis. Table 2 show the classification (i.e., either faulted or a healthy condition for
rotor structure) of the experiments after applying the Bayesian classifier. For load
scenarios, i.e., by feeding the braking system of the induction motor between 40 V and
70 V, the MLP and Bayesian classifier were able to distinguish between a healthy rotor
and a damaged structure (one broken bar) in all cases (accuracy around 94%).

Table 2. Results for broken bars detection after MLP and Bayesian classification.

Load condition TP |FN|TN |FP|SP |SN |Samples | Experiments | Acc (%)
All loads (40 Vto 70 V) (112 |8 [114|6 | 0.93|0.95 4800 240 0.94
40V 2713 2911 ]0.96(0.90 1200 60 0.93
50 vV 291 291 ]0.97(0.97 1200 60 0.97
60 V 28 |2 27|13 10.93]0.93|1200 60 0.91
70V 2812 291 ]0.93(0.93 1200 60 0.95

5 Conclusions

This paper proposes a new approach for broken rotor bars detection in squirrel cage
induction motors, by using a histogram of oriented gradients (HOG). A HOG bin angle
variation was evaluated for a healthy motor and a damaged rotor with one broken bar,
using only stator current as a measurement signal from electrical machine. The
amplitude of each bin angle, after applying HOG on each time-window, has been used
as inputs for a Multilayer Perceptron Neural Network to detect fully broken rotor bars.
For better failure classification, a bayesian classifier was applied to detect each
experiment after time-window subset MLP evaluation. The experimental results have
shown a good accuracy (around 94%) for failure diagnosis, even when IM was running
at low load condition, thus at very low slip (close to 1%). Therefore, this time-domain
approach, using HOG instead of other frequency domain techniques, could be very
interesting for a rotor failure detection in the future. Further researches are going on to
better detect the broken bars for other load conditions and also to evaluate the fault
severity (more broken bars).
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Abstract. In this paper, Profit Sharing using convolutional neural net-
work is realized. In the proposed method, action value in Profit Sharing
is learned by convolutional neural network. This is a method that learns
the value function of Profit Sharing instead of the value function of Q
Learning used in the Deep Q-Network. By changing to an error func-
tion based on the value function of Profit Sharing which can acquire
probabilistic policy in a shorter time, the proposed method is able to
learn in a shorter time than the conventional Deep Q-Network. Com-
puter experiments were carried out on Asterix of Atari 2600, and the
proposed method was compared with the conventional Deep Q-Network.
As a result, we confirmed that the proposed method can learn from the
earlier stage than Deep Q-Network and can obtain higher score finally.

Keywords: Profit Sharing - Convolutional neural network

1 Introduction

In recent years, as a method which shows better performance than the conven-
tional method in the field of image recognition and speech recognition, the deep
learning has been drawing attention. Deep learning is a hierarchical neural net-
work with many layers, and the Convolutional Neural Network (CNN) [1] is one
of the representative models.

On the other hand, various studies on reinforcement learning are being con-
ducted as learning methods to acquire appropriate policies through interaction
with the environment [2]. In reinforcement learning, learning can proceed by
repeating trial and error even in an unknown environment by appropriately set-
ting rewards.

The Deep Q-Network [5] is based on the convolutional neural network which
is a representative method of deep learning and the Q Learning [4] which is a
representative method of reinforcement learning. In the Deep Q-Network, when
the game screen (observation) is given as an input to the convolutional neural
network, the action value in Q Learning for each action is output. This method
can realize learning that acquires a score equal to or higher than that of a human
in plural games. The combination of deep learning and reinforcement learning
is called Deep Reinforcement Learning, most of which is based on Q Learning.
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As a deep reinforcement learning using a method other than Q Learning, we
have proposed a Deep Q-Network using reward distribution [6]. This method
learns to not take wrong actions, by distributing negative rewards in the same
way as Profit Sharing [3]. Although this method can perform learning with the
same degree of precision and speed as Deep Q-Network, it shows that the score
that can be finally obtained is same level as Deep Q-Network.

In this paper, we propose a Profit Sharing using convolutional neural network.
In the proposed method, action value in Profit Sharing is learned by convolu-
tional neural network. This is a method that learns the value function of Profit
Sharing instead of the value function of Q Learning used in the Deep Q-Network.
By changing to an error function based on the value function of Profit Sharing
which can acquire probabilistic policy in a shorter time, the proposed method
is able to learn in a shorter time than the conventional Deep Q-Network. Com-
puter experiments were carried out on Asterix of Atari 2600, and the proposed
method was compared with the conventional Deep Q-Network. As a result, we
confirmed that the proposed method can learn from the earlier stage than Deep
Q-Network and can obtain higher score finally.

2 Deep Q-Network

Here, we explain the Deep Q-Network [5] that is the basis of the proposed
method. The Deep Q-Network is based on the convolutional neural network [1]
and the Q Learning [4]. In the Deep Q-Network, when the game screen (observa-
tion) is given as an input to the convolutional neural network, the action value
in Q Learning for each action is output. This method can realize learning that
acquires a score equal to or higher than that of a human in plural games.

2.1 Structure

The structure of Deep Q-Network is shown in Fig. 1. As seen in Fig. 1, the Deep
Q-Network is a model based on the convolutional neural network, consisting
of three convolution layers and two fully connected layers. The play screen of
the game (observation) is input to the convolutional neural network, and the
action value for each action corresponding to the observation is outputted. For
the first to fourth layers, rectified linear function is used as an output function.
The number of neurons in the last finally connected layer which is the output
layer is the same as the number of actions that can be taken in the problem to
be handled. Since the problem learned by Deep Q-Network can be regarded as
a regression problem to learn the relationship between each observation and the
action value of each action in the observation, the output function of the output
layer is an identity mapping function.
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2.2 Learning

Since the action value in Q Learning is used as the output, the following error
function used in learning is given by

2
B=g (ret s alored) = alorar) 1)

a’'€C4(0r41)

where 7, is the reward at the time 7, C“*(0,,1) is the set of actions that an
agent can take at the observation 0,41, 7 is the discount factor, ¢(o,,a,) is the
value of taking action a, at observation o.

When the game screen o, is given to the Deep Q-Network, the value of
all actions in observation o, is output in the output layer. Based on the out-
put action value, action is determined by the e-greedy method. In the e-greedy
method, one action is selected randomly with the probability ¢ (0 <e < 1), the
action whose value is highest with the probability of 1 —e.

The probability to select the action a in observation o,, P(o,,a) is given by

(1—¢)+ |;—A‘ (if a = argmax ¢(or, a’)>

a’'eCA
(otherwise)

P(os,a) =
|C4]
(2)

where, |C4| is the number of action types that the agent can take, which is the
same as the number of neurons in the output layer of the Deep Q-Network.

The selected action a, is executed, and the state transits to the next state
0 taut1- Also, by taking the action a,, the reward r, is given based on the score,
game state and so on.

Learning is unstable merely by approximating the action value of Q Learning
using the convolutional neural network, so in the learning of the Deep Q-Network,
some ideas called Experience Replay, Fixed Target Q-Network, Reward Clipping
are introduced.

Observation
Convolu!on Layer
Convolu!on Layer
Convolut*lon Layer

‘ Fully Conn:cted Layer ‘
‘ Fully Conn:cted Layer ‘
Actlo!Value
(Q Learning)

Fig. 1. Structure of Deep Q-Network.
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3 Profit Sharing Using Convolutional Neural Network

Here, the proposed Profit Sharing using Convolutional Neural Network is
explained.

3.1 Outline

In the proposed method, action value in Profit Sharing is learned by convolu-
tional neural network. This is a method that learns the value function of Profit
Sharing instead of the value function of Q Learning used in the Deep Q-Network.
By changing to an error function based on the value function of Profit Sharing
which can acquire probabilistic policy in a shorter time, the proposed method
is able to learn in a shorter time than the conventional Deep Q-Network. How-
ever, in the Profit Sharing, since temporally continuous data is meaningful in
episodes, experience replay used in the Deep Q-Network is not used in the pro-
posed method. The Q Learning uses fixed target Q-Network because the value
of other rules is also used when updating the value of the rule. In contrast, the
Profit Sharing uses the value of the rule included in the episode in updating the
connection weights. Therefore, the proposed method does not use fixed target
Q-Network.

3.2 Structure

The structure of the convolutional neural network used in the proposed method
is shown in Fig. 2. As similar as the conventional Deep Q-Network, the convolu-
tional neural network used in the proposed method consists of three convolution
layers and two full-connected layers. The input to the convolutional neural net-
work is the play screen of the game. The output of the convolutional neural
network is value of each action for that state.

Observation
Convolu!on Layer
Convolu!on Layer
Convolutfon Layer

‘ Fully Conntcted Layer ‘
‘ Fully Conntcted Layer ‘
Actlo!VaIue
(Profit Sharing)

Fig. 2. Structure of convolutional neural network used in proposed method.
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3.3 Learning

In the proposed method, the convolutional neural network learns to output the
value of each action corresponding to the play screen of the game (observation)
which is given as input. Here, the action value is updated based on the Profit
Sharing. So, the error function F is given by

1
E = o9 (r-F(7) — q(oT,aT))Q (3)
where r is reward, ¢(o,,a;) is the value of taking action a, at observation o,.

F(7) is the reinforcement function at the time 7 and is given by

1

O ey

(4)

where C4 is the set of actions that an agent can take at the observation, |C4|
is the number of actions that an agent can take, W is the length of an episode.

The action is selected based using the e-greedy as similar as the conventional
Deep Q-Network.

4 Computer Experiment Results

To demonstrate the effectiveness of the proposed method, computer experiments
were conducted on a game of Atari 2600 (Asterix). The results are shown below.

4.1 Task

Asterix is an action game shown in Fig. 3. A player can operate own machine up
and down, left and right. From the left and right of the screen, jars and harps
fly. You can score 50 points by taking a jar. Taking the harp will reduce the
remaining machines. At the start of the game, there are three machines. When
the remaining machine runs out, the game ends. The score of the game is the
sum of the scores acquired by the end of the game.

The actions of the agent are five kinds of movement; moving to up, down, left
and right, and not moving. The agent gets a positive reward (1) when it gains
score. In addition, the agent acquires a negative reward (—1) when a remaining
machine decreases.

4.2 Experimental Conditions

Table 1 shows the conditions for the convolutional neural network used in the
proposed method and the conventional Deep Q-Network. The game screen used
in this research is an RGB image of 400 x 500. In the experiment, the RGB image
is grayscaled, reduced to 84 x 84 pixels, and an image grouped for 4 frames is
used as input.
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Fig. 3. Asterix.

Table 2 shows other conditions related to learning. An action is selected by
e-greedy. At the start of learning, ¢ is set to 1 so that actions are randomly
selected. After that, ¢ is decreased until it becomes 1/10° every action (one
step). The agent gradually emphasizes the action value and selects an action.

In the proposed method, since Profit Sharing is used, as the length of the
episode becomes longer, the value of the denominator on the right side of Eq. (4)
becomes too large and the reward can not be distributed sufficiently. Therefore,
only five steps before acquisition of the score are regarded as episodes.

4.3 Transition of Obtained Scores

Here, a game of atari 2600 (Asterix) are learned by the proposed Profit Sharing
using convolutional neural network, and we compared the transition of the score
with the conventional Deep Q-Network.

Figure 4 shows the transition of obtained scores in each method. This figure
is the average of scores every 50 thousand times.

Table 1. Experimental conditions (1).

Filter size|Stride | Output size Output function
Input - - 84 X 84 x 4 -
Convolution layer 1 8 x 8 4 20 X 20 x 32 ReLU
Convolution layer 2 4 x4 2 9 %X 9 Xx 64 ReLU
Convolution layer 3 3x3 1 7TX7Xx64 ReLU
Full-connected layer 1|— - 512 ReLU

Full-connected layer 2| — - 5 (the number of actions) | Identity function
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Table 2. Experimental conditions (2)

The number of learning steps 1.0 x 107
Initial value of € Eini 1
Decrease amount of € Er 1 / 108
Minimum of & Emin 0.1

€ in evaluation episodes e’ 0.05

Size of replay memory Dinas | 108

Size of mini batch M 32
Discount Rate o1 0.99
Update interval of target network | Thypdate 10*

M Propcsed Method

- ;.) } ‘W“ ))
I |N~i w‘“ M‘ f\ f'\\\
,m,”w '

Score

AN

Conventional Deep Q-Network

L . |
0 2000000 4000000 6000000 8000000 1000000
The Number of Steps

Fig. 4. Transition of obtained scores.

Asterix is a problem which is considered to be difficult to learn on the con-
ventional Deep Q-Network, and the acquired score is not stable up to 5 million
steps. However, after that, the acquired score rises, and the average score of
acquisition at 10 million steps is about 90 points. In the proposed method, the
score increases up to the first 5 million steps, and after that, it is able to obtain
a high score stably. € in the e-greedy method is set to be the minimum value
(0.1) at the time of 5 million steps. Considering that the score is stable in both
methods after 5 million steps, we think that it may be possible that the progress
of learning may change by changing the way of decreasing €. According to the
result of Fig.4, we confirmed that learning can be done from the earlier stage
than the conventional Deep Q-Network in the proposed method and the score
obtained finally becomes high.

5 Conclusions

In this paper, we have proposed the Profit Sharing using convolutional neural
network. In the proposed method, action value in Profit Sharing is learned by
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convolutional neural network. This is a method that learns the value function of
Profit Sharing instead of the value function of Q Learning used in the Deep Q-
Network. By changing to an error function based on the value function of Profit
Sharing which can acquire probabilistic policy in a shorter time, the proposed
method is able to learn in a shorter time than the conventional Deep Q-Network.

Computer experiments were carried out on Asterix of Atari 2600, and the
proposed method was compared with the conventional Deep Q-Network. As a
result, we confirmed that the proposed method can learn from the earlier stage
than Deep Q-Network and can obtain higher score finally.
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Abstract. Fingerprint alteration is a challenge that poses enormous security
risks. As a result, many research efforts in the scientific community have
attempted to address this issue. However, non-existence of publicly available
datasets that contain obfuscation and distortion of fingerprints makes it difficult
to identify the type of alteration. In this work we present the publicly available
Sokoto-Coventry Fingerprints Dataset (SOCOFing), which provides ten fin-
gerprints for 600 different subjects, as well as gender, hand and finger name for
each image, among other unique characteristics. We also provide a total of
55,249 images with three levels of alteration for Z-cut, obliteration and central
rotation synthetic alterations, which are the most common types of obfuscation
and distortion. In addition, this paper proposes a Convolutional Neural Network
(CNN) to identify these alterations. The proposed CNN model achieves a
classification accuracy rate of 98.55%. Results are also compared with a residual
CNN model pre-trained on ImageNet, which produces an accuracy of 99.88%.

Keywords: Central rotation - Convolutional neural networks - Distortion
Fingerprint alteration - Obfuscation - Obliteration - Z-cut

1 Introduction

The field of forensic science is the use of applied science and technical approaches to
provide answers to issues in criminal, civil and administrative law. Fingerprints can be
altered through abrading [1], cutting [2], burning [3] and distortions, such as skin
grafting [4], where an unusual and unnatural change in the patterns of the friction ridge
occurs. The most common alteration types are in the form of Z-cut, central rotation and
obliteration. In this paper, we present a novel fingerprint dataset with unique attributes,
such as gender, finger type (like index finger, thumb, ring finger, middle finger and
little finger) for both left and right hand of the subject, respectively. Furthermore, we
present preliminary experimental results on the detection of the alteration type using a
deep CNN and a residual CNN model. The two presented models classify the
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fingerprint images into Z-cut, central rotation, obliteration and real, i.e. non-altered
fingerprint. The real fingerprints from our SOCOFing dataset [5], with a total number
of 6000 fingerprints from 600 subjects, were synthetically altered to central rotation, Z-
cut and obliteration, which are the common types of alteration, resulting in a total of
55249 altered fingerprints. The SOCOFing dataset is publically available for replication
and further experimental research work with the sole aim of improving upon the
security of biometric fingerprints, such that criminals in the watch list could be iden-
tified and apprehended even if their fingerprints have been altered.

2 Related Works

Boarder Control is one of the major beneficiaries of biometrics, where fingerprints are
used to detect and recognise individuals. Those that are having past criminal records
and those that have committed high profile crimes used to undergo certain alterations of
their fingerprints to avoid detection, especially in refugee and asylum seeker camps [6].
Such mutilations come in either burning the fingers or using surgery to cut some part of
the fingers or body and place them onto another finger (‘grafting), some come in a Z-
shape, rotated centrally or obliterated, just to evade detection or linking the individual
with their past [6]. Fingerprints of a little proportion of visitors visiting foreign
countries are matched against a database of well-known criminals or terrorists. Bio-
metrics has helped in identifying and apprehending over 1600 wanted individuals for
felony crimes [7]. This is a sign that those wanting to hide their identity in pursuit of
their criminal motives may alter their fingerprints in order to break border and enter into
any country without their true identity being detected. However, it is essential to detect
such alteration types and link the altered fingerprint images to their original ones.
Furthermore, determining the alteration type is an essential first step to reveal a sub-
jects’ identity.

Fingerprints can be obliterated or mutilated to systematically evade identification
by the biometric system [2]. Fingerprint can as well be altered or grafted to various
patterns, shapes, sizes, via surgical operation which comes in either a Z-cut or central
rotation. Other types of alteration can be achieved by burning the fingerprints ‘oblit-
eration’, which in turn changes the fingerprint patterns that the biometric system uses to
match and identify individuals based on what was previously stored as the original
fingerprint [8]. Various software application and hardware solutions are proposed [9,
10] to tackle this situation. However, the authors focus on spoofing and distortion by
rotating fingers on the scanner. Obfuscation is the purposeful exertion of an individual
of concealing their identity by altering ridge patterns of their fingerprint [3]. Generally
the alterations are categorised into three fundamental classes in view of the changes
made to the ridge patterns of the fingerprint (i) obliteration or decimation (ii) distortion
or bending and (iii) imitation or impersonation of fingerprint [3]. The most common
alteration types based on the examination of ridge patterns presented by [3] are
obliteration and distortion, which make up 89% and 10% of such alterations, respec-
tively, whereas only 1% is reported as imitation. This shows that most of the alterations
are either obliteration or distortion, which we seek to address in this paper. In [3], the
proposed algorithm and reported technique identify and detect such fingerprint
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alterations with an accuracy of 66.4%. They also emphasize on the lack of public
available databases that comprise obliterated and distorted fingerprints, to be used for
experimentation purposes to improve upon the detection alteration algorithms. The
datasets used by the authors in [3] is not publically available as it is highly secured due
to the sensitivity of the data and is mostly owned by law enforcement agency. This
makes it difficult for the research community to proffer better solutions and robust
detection or matching algorithms that can detect with high accuracy.

The authors in [11], proposed various methods to generate synthetically altered
fingerprint images, which also include a variety of noise such as scar or blurring in
order to create a more realistic fingerprints. The authors utilised these dataset to
develop a framework for detection or matching of altered fingerprints, where the
alterations are obliteration, central rotation and Z-cut. The authors of [2] focused on the
position of the alteration which is often chosen at random, since the main objective is to
avoid being identified [2]. This alteration can be achieved by a publically available tool
proposed by [12]; SynThetic fingeRprint AlteratioNs GEnerator (STRANGE).

Based on previous studies in the area of fingerprints alteration, analysis and
detection, significant gap in knowledge was identified. In Yoon et al. (2012), a case
study compilation with automatic detection, classification and evaluation of altered
fingerprints is done with the view of reducing the number of individual wanting to
evade identification. This study extends [3] in determining alteration types automati-
cally as well as introducing a new fingerprint dataset comprising real fingerprints and
altered fingerprints for experimental purposes and replication of other academic
researches on fingerprint alteration detection algorithms. The dataset also has some
attributes that can open more research avenues due to its uniqueness in identifying
gender, fingers name and either a left hand or a right hand, which has received little or
no attention in the past. These form the current research contribution to addressing
alterations of fingerprints, using the specific sets of fingerprints dataset in addition to
determining the alteration type.

3 Dataset

SOCOFing dataset comprises a total of 6,000 real fingerprints collected from 600
subjects, are provided for experimental and other academic research purposes. We used
the STRANGE tool to alter fingerprints by applying Easy, Medium, and Hard settings
according to a quality threshold during fingerprint comparison [11]. The quality
threshold is determined by the image resolution which by default is set to 500 dbi.
These categories are parameters that are tuned according to the performance drop
during fingerprint comparison. Furthermore, each category mentioned above is divided
into three types of synthetic alteration, i.e. obliteration, central rotation and Z-cut. Each
image will have three types of alteration in the three categories; hence each image was
presented with nine altered images.

The dataset is divided into altered and real fingerprints. A total of 5977 real fin-
gerprints are altered using easy parameter setting while 5689 real fingerprints are
altered as medium and finally a total of 4758 fingerprints real images are altered with
hard parameter settings. Each of the three real fingerprint parameter settings produced
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three types of alteration: obliteration, central rotation and Z-cut. For instance 5977 real
images produced 5977 obliterated fingerprints, 5977 central rotation and 5977 Z-cut
alteration. This means that for 5977 real fingerprints there is going to be 17931 altered
fingerprints presented as fake in easy category. Likewise in medium category a total
number of 17067 are presented as altered and, finally, 14274 fingerprints are altered in
the hard category. However, for the purpose of training and testing of the convolutional
model, the alteration types of the fingerprint images are combined together irrespective
of the settings. A total of 55249 fingerprint images were randomly divided into 50%
training set and 50% testing set. Note that the STRANGE tool did not find some
fingerprint images fit for alterations with specific parameters; hence the altered images
for each category are less than the total number of real images. Figure 1 below shows a
sample of real fingerprint from a left hand of one subject.

Fig. 1. Sample of real left hand of one subject.

After applying the STRANGE tool for the three types of alterations, Fig. 2 below
displays the altered fingerprint of the left hand of the same subject in Fig. 1.

Fig. 2. Sample of altered left hand fingerprint into Z-cut, obliteration and central rotation,
respectively, of the same subject.

4 Methodology and Experimental Setup

In this paper, we propose a deep CNN for feature extraction and classification. Deep
CNNs have proven to be efficient in image processing related tasks and, therefore, are
suitable for detecting fingerprints alteration types. We train and evaluate this model on
the real and synthetically altered images of the SOCOFing dataset described above.
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Each class, including real images, is randomly split into 50% training and 50% testing
subsets. The images are also resized to 200 x 200 using bipolar interpolation.

4.1 Convolutional Neural Network Model

Convolutional neural networks retain spatial information through filter kernels. In this
work, we exploit this unique ability of CNNss to train a model to classify images from
the SOCOFing into four categories: central rotation, obliteration, Z-cut and real, where
real images are those without any alteration.

The deep CNN model has five convolutional layers with 20 3 x 3, 40 3 x 3, 60
3 x 3, 80 3 x 3 filter kernels. All convolutional layers use a stride of one and zero
padding of size two. Moreover, the output of every convolutional layer is shaped by a
rectifier linear unit (ReLU) function. Max pooling is applied to the first three convo-
lutional layers for dimensionality reduction. The convolutional layers are followed by
two fully connected layers with 1000 and 100 hidden units, respectively. Furthermore,
we employ batch normalization to standardize the distribution of each input feature
across all the layers and thus speed up training and avoid exploding gradients [13].

The deep CNN is trained using stochastic gradient decent (SGD) and with Nesterov
momentum of 0.5. We trained on min-batches of size 70 and set the learning rate, LR,
to 0.01. LR was decayed with a factor of 0.01 according to:

2
= wx0 (M)

where 4 denotes the initial LR, o the decay factor and 6 the current epoch. The loss is
defined by a SoftMax operator and the cross-entropy y is determined according to:

y = —x.+ log (Z, exp(xj)) (2)

where c is the class ground-truth. Training was done for 100 epochs as further training
led to overfitting.

4.2 Residual Convolutional Neural Network Model

Residual Neural Networks (ResNets) have demonstrated to be exceptionally effective
models on image classification [14]. ResNets have an identity shortcut connection that
allows for very deep architectures to be trained and, therefore, more complex features
to be learned, leading to improved classification performance. For this reason we
decided to compare our model with a ResNetl8, that is, with 18 parametrized con-
volutional layers, provided by [15, 16].

This network was originally trained and evaluated on ImageNet [17]. The authors
also provide deeper architectures, of up to 200 layers, pre-trained on the same dataset.
However, because fingerprint images have a relatively smaller number of features and
the nature of the problem being addressed here is not as complex as classifying Ima-
geNet which has 1000 classes, we did not consider deeper architectures.
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The ResNetl8 model is fine-tuned on the training subset of the SOCOFing pre-
sented in this paper for only 5 epochs. No modifications were done to the network other
than the replacement of the output layer to only predict four classes. Training was also
done using SGD, a Nesterov momentum of 0.75 and a learning rate of 0.001. This
ResNet model is then evaluated on the test subset.

5 Results and Discussion

The confusion matrices below show the total number of each alteration types detected
and also the number of fingerprint images misclassified. The results are presented in
Tables 1 and 2 with the three types of alteration, the real fingerprint images and the
percentage accuracy of the detection of the alteration types.

Table 1. Confusion matrix of our CNN.

Central rotation | Obliteration | Real |Z-cut | Accuracy (%)
7995 33 0 183 97.37

19 8148 0 44 99.23

0 0 2988 |0 100

116 6 0 8089 98.51
98.34% 99.52% 100% | 97.27% | 98.55

Table 2. Confusion Matrix of the pre-trained and fine-tuned ResNet18.

Central rotation | Obliteration | Real Z-cut | Accuracy (%)
8206 1 1 3 99.94
0 8195 15 1 99.81
0 0 2986 2 99.93
4 0 11 8196 99.82
99.95% 99.98% 99.10% | 99.93% | 99.86

As indicated in Table 1, 2988 cases of real fingerprint images are correctly clas-
sified as real fingerprints. The proposed model was able to detect and classify 100% of
the entire real fingerprints correctly. However, 98.55% of the overall predictions across
all four classes are correct. In addition, 183 altered fingerprint images in central rotation
are mixed up with Z-cut alteration and 116 Z-cut altered fingerprint images are mixed
up as central rotation. This can be explained because some of the angles in the
parameter setting of the tool used rotate the altered part of the images in a similar
pattern coupled with the ridges pattern, radial and ulnar loop. Radial loop is a loop that
comes from the side of the thumb and looped out to the pinky side of the hand, while
ulnar is the opposite, i.e., from the pinky side of the hand towards the thumb of the
fingerprint images [18]. These angle rotation contributed to the misclassification of the
alteration between the central rotation and Z-cut, which results in getting a high number
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of up to 183 and 116 altered fingerprint images presented as Z-cut and central rotation,
respectively.

Table 2 shows the pre-trained confusion matrix for the ResNet-18 model that
achieves a global accuracy of 99.86%. It misclassifies two real fingerprint images as Z-
cut, while the proposed CNN model classifies all the real fingerprint images correctly.
Furthermore, 15 of the obliterated fingerprint images are misclassifies as real, while 11
Z-cut altered fingerprint are also misclassifies as real. This may be because some of the
real images are not of good quality and appear as obliteration. However, some loop
ridges in the fingerprint when rotated to some certain degrees might result into some
pattern changes that might look like Z-cut shape, hence classify them as Z-cut. In
addition, there exist some natural cut in some of the fingerprints, which the models
equally detect as a Z-cut shown in Fig. 3 central rotation classified as Z-cut. Some
fingerprints also appeared to look blurring and haze, which the model classified as
obliteration, indicated in Fig. 4 where central rotation are misclassified as obliteration.
Figure 5 shows altered Z-cut fingerprint classified as obliteration because of the
blurring defect of the real fingerprint at the top most of the images. As some of the
images are from female fingers, we cannot also ruled out the possibility of them
wearing henna as shown in the last image of Fig. 5.

Evaluating the confusion matrixes above, we found that the accuracy rate of central
rotation is 97.37% and 99.94% of the pre-trained model. This shows that the pre-
trained model performs better in terms of detecting altered images with central rotation
alteration type. Likewise, it also does better in the recall, with 99.95% against 98.34%.
The pre-trained ResNet-18 model performs better in almost all the categories. How-
ever, even though the detection accuracy is high on real images, with a precision of
99.93% and recall of 99.10%, the CNN model we proposed does better with 100%
detection for both precision and recall scores.

The two CNN models achieved a high accuracy in the classification of altered
fingerprint. Nevertheless, some images are still misclassified, particularly the altered
fingerprint images.

Fig. 4. Central rotation misclassified as obliteration.
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Fig. 5. Z-cut misclassified as obliteration.

From the misclassified fingerprints illustrated in Figs. 3 and 4, we can see that the
easy alteration category fingerprints are misclassified more by the CNN model because
they physically appeared with little proportion of the fingerprints altered, then followed
by the medium category. The hard category fingerprints are less misclassified unless in
the case of patterns rotational degrees that mixed central rotation with Z-cut.

Selvarani et al. [19] use singular points to distinguish between real fingerprints and
altered ones, by extracting sets of features from the ridge orientation field of an input
fingerprint and then apply a fuzzy classifier to classify it into real or altered ‘Z-cut’.
Similarly, [20, 21] introduced a classifier that detects altered fingerprint images with Z-
cut and central rotation only using extracted features and a support vector classifier.
This was tested using synthetic fingerprints and achieved 92% accuracy above the well-
known fingerprint quality software, NFIQ, as it only recognised 20% of the altered
fingerprints. We cannot therefore provide a comparison on other alterations, since, to
the best of our knowledge, no prior work has been done on detecting these three types
of alterations together.

One of the main advantages of the deep CNN proposed in this work is that the
ResNet18 was pre-trained on the ImageNet dataset, which has over one million images
spanning over 100 classes, compared to our model, which was only trained on our
dataset and for only 100 epochs. Our model also has a significantly smaller number of
convolutional layers, and thus an exponentially smaller number of hyperparameters.
Moreover, because the CNN proposed here has a precision and recall rate of 100% on
real images, it can be more suitable for use in applications where detecting whether a
fingerprint has been altered or not is most important. Furthermore, the performance of
the ResNet models provided by [15] heavily relies on the image pre-processing steps,
such as aspect ratio resizing and luminance adjustments.

6 Conclusion

Fingerprint alteration detection is still an issue that requires more attention in detecting
and identifying altered fingerprints. In this paper, we have introduced a novel finger-
prints dataset, SOCOFing, for wider research accessibility. We highlighted the
importance of fingerprint alteration research and the need for digital automatic detec-
tion of altered fingerprints. We also discussed the most common types of obfuscation
and distortion: central rotation, obliteration and Z-cut. The presented dataset includes
three different levels of alterations for each one of these types. Furthermore, the novel
dataset presented in this paper has a number of unique attributes, such as the name of
the fingers, which hand does the fingers belong to as well as the gender of the



Detection of Fingerprint Alterations Using Deep CNN 59

fingerprint owner. We have also proposed a CNN model that is not only able to detect
whether a fingerprint has been altered or not but also detect the type of alteration. The
proposed CNN achieved an accuracy rate of 98.55% on the testing subset of the
SOCOFing dataset. This was compared against a ResNetl8 model pre-trained on
ImageNet and fine-tuned and tested on our dataset, achieving a state-of-the-art accuracy
rate of 99.86%. One of the main differences in performance for our model and the
ResNet18 model was that even though the ResNetl18 slightly outperformed our model,
our model achieved a precision and recall rate of 100% on real images, thus it can be
more suitable for real-time applications.

To the best of the authors’ knowledge, no prior work has addressed these three
types of alterations. However, one of the limitations of this work is that the proposed
CNN was evaluated on synthetically altered images due to the lack of publicly
available datasets containing actual altered images. Nonetheless, we hope that the
results presented in this work can serve as a benchmark in identifying fingerprint
alterations and that the novel presented dataset can assist the research community in
developing more robust biometric fingerprint technology for the automatic detection of
altered fingerprints.

Future work will also investigate the reasons why the ResNet18 model confuses
non-altered fingerprints with altered ones. Moreover, we will also test our model on
different datasets, with different alteration types, to see if it retains 100% precision and
recall rates on real images.
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Abstract. In recent years, Location Based Service (LBS) providers rely
increasingly on predictive models in order to offer their users timely
and tailored solutions. Current location prediction algorithms go beyond
using plain location data and show that additional context information
can lead to a higher performance. Moreover, it has been shown that using
semantics and projecting GPS trajectories on so called semantic trajec-
tories can further improve the model. At the same time, Artificial Neural
Networks (ANNs) have been proven to be very reliable when it comes
to modeling and predicting time series. Recurrent network architectures
show a particularly good performance. However, very little research has
been done on the use of Convolutional Neural Networks (CNNs) in
connection with modeling human movement patterns. In this work, we
introduce a CNN-based approach for representing semantic trajectories
and predicting future locations. Furthermore, we included an additional
embedding layer to raise the efficiency. In order to evaluate our app-
roach, we use the MIT Reality Mining dataset and use a Feed-Forward
(FFNN) -, a Recurrent (RNN) - and a LSTM network to compare it
with on two different semantic trajectory levels. We show that CNNs
are more than capable of handling semantic trajectories, while providing
high prediction accuracies at the same time.

Keywords: Convolutional Neural Networks + Semantic trajectories
Location prediction + Embedding layer

1 Introduction

With the rise in the use of smartphones, wearables and other IoT devices over
the past decade, applications that use location data have become increasingly
popular. In addition, in recent years, providers attempt progressively to predict
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the locations to be visited next by the users, in order to be able to offer them
timely and personalised services. This makes the location prediction research
particularly important. Patterns mined from location data can provide a deep
insight into the behaviour of mobile users. The usage of semantic knowledge
helps diving even deeper into their behaviour. So called semantic trajectories
encapsulate additional knowledge that can be crucial for the predictive model.

The purpose of our paper is to present and evaluate a Convolutional Neural
Network (CNN) architecture in a semantic location prediction scenario. First, we
describe some related work that has been done in the realms of semantic location
prediction, semantic location mining and CNNs. Next, we elaborate on the way
CNNs work, by providing some relevant term definitions at the same time. In
Sect. 4 we outline our own architecture together with some basic implementation
details. Finally, in Sects.5 and 6, we discuss our evaluation outcome and draw
our final conclusions with regard to our findings.

2 Related Work

Spaccapietra et al. depict as one of the first in their work [12] the importance of
viewing trajectories of moving objects in a conceptual manner. They show that,
by defining and adding semantic information, such as the notion of application-
specific stops and moves, to the raw trajectories, they can significantly enhance
the analysis of movement patterns, and provide further insights into object
behaviour. Elragal et al. depict in [5] the benefits of integrating semantics into
trajectories as well. It is shown that semantic trajectories help improve both pat-
tern extraction and decision-making processes in contrast to raw trajectories. For
this reason, several papers have emerged in recent years presenting approaches
to transforming raw location data into so called semantic locations (Sect.3.1).
Alvares et al. for instance introduce a semantic enrichment model aiming at sim-
plifying the query and analysis of moving objects [1]. Bogorny et al. [2] extend
the previous approach by introducing a more general and sophisticated model,
capable of handling more complex queries, while providing different semantic
granularities at the same time.

The notion of semantic trajectories has also grown in importance in the field
of location prediction during the last years. Ying et al. [13] for example present a
location prediction framework based on previously mined semantic trajectories
from the users’ raw geo-tracking data. Their prefix tree decision based algorithm
shows good performance, especially in terms of recall, f-score and efficiency.

In their recent work, Karatzoglou et al. [7], explore the modeling and pre-
diction performance of various artificial neural network (ANN) architectures,
e.g., Feed-Forward (FFNN), Recurrent (RNN) and Long-Short-Term-Memory
(LSTM) network on semantic trajectories. Similar to Ying et al. they evaluate
their models using the MIT Reality Mining dataset [4], with the LSTM achieving
the best results with up to 76% in terms of accuracy and outscoring the other
methods on f-score and recall as well. In addition, they investigate the role of
the semantic granularity of the considered trajectories in the overall performance
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of the networks. They show that the higher the semantic level, the better the
modeling quality of the networks.

Lv et al. explore in [10] the possibility of using Convolutional Neural Net-
works (CNNs) (Sect.3.2) to predict taxi trajectories. Their approach projects
past trajectories upon a map and models them in turn as 2D images, on which
the CNN is finally applied to estimate about future trajectories. By modeling
trajectories as 2D images, they are able to make use of the inherent advantage of
CNNs, namely their good performance in image analysis. This is also confirmed
by their results. However, their approach is applied on raw, non-semantic GPS
trajectories.

To our knowledge, there is no work exploring the performance of CNNs on
semantic trajectories. Moreover, it seems that there is no work using trajecto-
ries (semantic or non-semantic ones) in combination with CNNs directly, e.g.,
without transforming them in an intermediate step into 2D images, but handling
them in their raw form instead, as 1D vectors. In the presented work, we exam-
ine exactly these two points in terms of prediction performance in a semantic
location prediction scenario. For this purpose, we focused on the Natural Lan-
guage Processing (NLP) use case where, similar to our case, the data are also 1D
and some work has already been done in combination with CNNs. Particularly
interesting is the work of Collobert et al. [3], who propose a CNN architecture for
solving several NLP problems including named entity recognition and semantic
role labelling. Their framework features an unsupervised training algorithm for
learning internal representations, e.g., by using an embedding layer and learn-
ing low-dimensional feature vectors of given words through backpropagation,
yielding a good performance both in terms of accuracy and speed. The benefit
of using embeddings has been recently shown also in connection with modeling
human trajectories by Gao et al. in [6].

3 Theoretical Background

In this section, we give a brief insight into the fundamental components of our
work.

3.1 Semantic Trajectories

Movement patterns, so called trajectories, describe sequences of consecutive loca-
tion points visited by some object or person. In ubiquitous and mobile com-
puting, trajectories refer usually to GPS sequences like the one displayed in
Eq. 1, whereby long;, lat; and t; refers to longitude, latitude and point of time
respectively.

(long1,laty,t1), (longs, lata, ta), . .., (long;, lat;, t;) (1)

In the attempt to add more meaning when modeling movement, researchers
like Spaccapietra et al. [12] and Alvares et al. [1] went beyond such numeri-
cal sequences and lay focus on conceptual, semantically enriched trajectories,
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so called semantic trajectories. A semantic trajectory is defined as a sequence
of semantically significant locations (semantic locations, e.g., “home”, “burger
joint”, etc.) as follows:

(SemLocy, t1), (SemLoca, t2), . .., (SemLoc;, t;) (2)

A significant location usually refers to a location at which a user stays more
than a certain amount of time, e.g. 20 min. Some researchers add further thresh-
olds, like popularity, in order to extract the most significant common or public
locations (see [13]). Locations can be described hierarchically over a number of
various semantic levels, e.g., “restaurant” — “fast food restaurant” — “burger
joint”. In this work, we evaluate the modeling performance of CNNs on two
different semantic levels.

3.2 Convolutional Neural Networks (CNNs)

The most popular application area of Convolutional Neural Networks (CNNs)
is the image classification and recognition [9]. However, CNNs can be applied
to other areas as well, such as speech recognition and time series [8]. A CNN
example architecture concerning the image classification use case can be seen in

Fig. 1.
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Fig. 1. Typical CNN architecture for Image Classification (source: [11]).

Here, the CNN first receives an image, which is supposed to classify, as its
input. Next, a set of convolution operations takes place in order to for the fea-
tures to be extracted. These operations are realised by filter kernels of fixed size,
containing learnable weights, which are sled over the input image to “search”
for certain features. Each convolution filter output results in a new layer that
contains the findings of that filter in the input image. These layers are then fur-
ther processed by a pooling operation set. Pooling operations combine multiple
outputs from filter kernels in a feature layer into a single value (e.g. by taking
the average or maximum value of the outputs in question). The resulting pooled
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layers can then be further processed, as shown here, by more Convolution +
Pooling operations and as such features of a higher level can be extracted. The
last pooled layer is flattened i.e. transformed into a single long vector containing
all of its weights. These are then connected to a fully connected layer, which is
further connected to the output of the network, which in this case is a Softmax
layer, containing a field for every classifiable object, and as such representing
the classification estimation of the network for the given input.

4 CNNs for Semantic Trajectories - Our Approach

As already mentioned, our network (CNN) takes semantic trajectories as input,
like the ones defined in Sect.3.1. For this purpose, each semantic location is
given a unique index. After being fed into the CNN, each index value in the tra-
jectory gets passed to a hash table (embedding layer) which assigns each index,
and as such each semantic location, a k-dimensional feature vector (embedding),
whereby k represents a hyperparameter set by us (Sect. 5). At the very beginning,
our feature vectors in the lookup table are randomly initialized. These vectors
are then trained on the available training data via backpropagation in order to
become optimal task-specific representations. In tangible terms, for our case, this
means that we give our model the freedom to find the optimal semantic location
representation by itself. The resulting representations will be used as input for
our core model. A similar idea was proposed by Collobert et al. in [3] to learn
feature vectors that represent words in a text corpus for solving NLP problems.
After the hash table operation, our semantic location set, initially represented
by a n x 1 vector, becomes n X k matrix. This can be seen on the left in Fig. 2
and as self.embedded_locs_expanded in Listing 1.1.

Home
Work
Restaurant
Work
Home

Friends Home

Bar
Club

Home

[ ] |

n x k representation of Convolutional Layer Fully Connected Layer
trajectory

Fig. 2. An abstracted view on the core layers of our CNN.

In the next step, a set of convolutional filters is applied on the resulting
matrix. These filters span along the entire feature vector dimension and across
multiple locations of the trajectory as can be seen in Fig.2. The number of
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filters is a hyperparameter that can be also set by the user. Like the size k of
the embeddings dimension described above, it can affect the performance of the
prediction.

The outputs of the filters are then concatenated and flattened (self.h_pool_flat
in Listing1.1) to make up a fully connected layer, linked to a Softmax output
layer, which provides the final prediction about the next semantic location to be
visited by a user. We decided against using pooling layers on the filter ouputs,
since this led to the loss of significant feature information (e.g., locations in the
latter part of the trajectory being more important to location prediction as the
older ones).

In order to train our model, we used backpropagation with the Adam opti-
mizer. The Adam optimizer maintains an individual learning rate for each net-
work weight and adapts them separately. This is especially effective since our
data is quite sparse compared to other more typical problems addressed by CNNs
such as image recognition. We used Python and the Tensorflow! library to imple-
ment our model. To prevent overfitting, dropout is used on this flattened vector
as shown in Listing 1.1 in line 14.

Listing 1.1. Convolution output and flattened layer.

# Convolution Layer

self .convl = tf.layers.conv2d(
inputs=self.embedded_locs_expanded ,
filters=num _filters ,
kernel_size=[filter_size , embedding_size],
padding="VALID” ,
name="convl”)

# Combine all the features

filter_outputs_total = num_filters * ((sequence_length —
filter_size) + 1)
self . h_pool_flat = tf.reshape(self.convl, [-1,

filter_outputs_total])

# Add dropout
self .h_drop = tf.nn.dropout(self.h_pool_flat, self.
dropout_keep_prob)

Listing 1.2 illustrates the implementation of the fully connected layer. W
and b represent the weights and the offset respectively. Furthermore we used
Tensorflow’s nn.softmaz_cross_entropy_with_logits and reduce_mean functions to
calculate the loss. The calculated loss is used by the Adam optimizer to adjust
the weights of the Tensorflow graph, and as such to complete a single training
step.

! https://www.tensorflow.org.
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Listing 1.2. Fully connected layer and loss calculation.

# Final (unnormalized) scores and predictions

W= tf.get_variable(
”W’,
shape=[filter_outputs_total , num_classes],
initializer=tf.contrib.layers.xavier_initializer ())

b = tf.Variable(tf.constant (0.1, shape=[num_classes]), name="b
”)

self .scores = tf.nn.xw_plus_b(self.h_drop, W, b, name="scores”
)

self.predictions = tf.argmax(self.scores, 1, name="predictions
7?)

# Calculate mean cross—entropy loss

losses = tf.nn.softmax_cross_entropy-with_logits(logits=self.
scores , labels=self.input._y)

self.loss = tf.reduce_mean(losses)

5 Evaluation

In order to evaluate our approach, we used the MIT Reality Mining dataset [4],
which contains the semantically enriched tracking data of approximately 100
users over a period of 9 months. Filtering the inconsistencies out and keeping
the most consistent annotators left us with the two-semantic-level evaluation
dataset of 26 users of [7]. Figure3 illustrates the overall location distribution.
We then extracted trajectories of a fixed length and considered the subsequent
location to be the ground truth prediction label (see Fig.4). We shuffled the
resulting (trajectories, label) pairs and took 90% of them for training and 10%
for testing. We trained and evaluated both the separated single-user models, as
well as a multi-user model that contained the trajectories of all users. In the

Shopping
Street_Area
City

Friends home
Center
Pleasure
Other
Education

0 1000 2000 3000 4000
Occurrence

Fig. 3. Distribution of high-level semantic locations.
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Trajectory 1 Label 1

[Home [ Work [ Restaurant ][ Work [ Home]

Trajectory 2 Label 2

Fig. 4. Data Extraction exemplified with a trajectory length of 3.

case of the multi-user model, a single trajectory composed of all the available
single-user trajectories was fed into the model as if it came from a single user.
We further used the FFNN, the RNN and the LSTM from [7] as our baseline. In
addition, since there is a timestamp present for every location visit in the Reality
Mining data, we also tested the performance of our model when we include time
as an extra feature. For this purpose we aggregated the available timestamps into
hourly time slots. Finally, we evaluate a version of our model with the embedding
layer missing. All models were evaluated in terms of Accuracy, Accuracy@k,
Precision, Recall, and F-Score.

We tested several trajectory lengths (2, 5, 10 and 20) on different configura-
tions of the following hyperparameters:

Filter Size: Width of the filter kernel, i.e. how many trajectories it encompasses.
Number of Filters: The number of different filters the CNN learns.
Embedding Dimension: The dimension of the learned location features.
Dropout Probability: The percentage of neurons in the fully connected layer
that are dropped (used to minimize overfitting).

At the same time, we did a grid search to find the following optimal parameters
as well: Learning Rate, Number of training Epochs and Batch Size. Both
the results and the corresponding optimal parameter set can be found in Fig. 5.

In general, it seems that the longer the trajectory the better our model
performs with regard to almost all of our metrics, e.g., accuracy, precision, recall
and F-Score. However, if they get too long, e.g., >10, the performance drops.
Especially in terms of recall and F-Score. This could be attributed to the fact
that human movement is characterized, up to a certain length, by a long-term
behaviour and thus raising the considered trajectory length in the model leads
to an improved predictive performance.

In Fig. 6 we can see the results of our model, with and without an embedding
layer. Both CNNs, with and without embedding layer, outperform the FFNN
of [7] (used here as reference) with regard to all of our metrics. Additionally,
the Embedding Layer seems to be giving a slight performance boost. Figure 7
contains the average outcome (over all users) of our model in the single-user
model case in contrast to the FFNN, RNN and LSTM architecture. Our CNN
outperforms the other ANNs in terms of accuracy by 7-8%, but falls a bit short in
terms of precision, recall and F-Score. This could be interpreted as an indication
that the CNN is worse at predicting location transitions that show up sparsely



Convolutional Neural Networks for Modeling Semantic Trajectories
Trajectory Length|Accuracy|Accuracy@4|Accuracy@10|Precision|Recall|F-Score
2 0.783 0.976 0.994 0.455 0.433 |0.443
5 0.790 0.973 0.995 0.466 0.439|0.451
10 0.792 0.971 0.994 0.467 0.435 [0.45
20 0.788 0.968 0.993 0.454 0.425 |0.438

69

Fig. 5. Impact of trajectory length. Filter Size: 2, Embedding Dimension: 100, Num-
ber of Filters: 50, Dropout Probability: 0.4, Batch Size: 100, Learning Rate: 0.001,
Number of Epochs: 10.
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Fig. 6. Comparison of evaluation results of our architecture with and without embed-

ding layer vs. FFNN.

in a dataset (in our case the respective single-user datasets) compared to the
other ANNs. On the higher semantic level the accuracy discrepancy between
the various models is similar to the low semantic version. However, in terms of
precision, recall and F-Score the CNN seems to perform much worse than on
the lower semantic version. It seems to disregard locations that occur relatively
seldom in the dataset almost completely, which leads us to this result. In both
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Fig. 7. Comparison of evaluation results of our architecture (CNN) vs. Karatzoglou et
al. [7] (*) on the low semantic level (single user).
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versions of the dataset (low- and high semantic level) the embedding layer seemed

lou et al.

to make a small, but still significant difference.

Figure9 contains the comparison results between the single-user and the
multi-user modeling method. While the multi-user evaluation achieves much
lower accuracies (as expected), it outperforms by far the single-user dataset in
terms of precision, recall and F-Score. This can be attributed to the fact that
the additional user information in the multi-user model fills the gap of missing
locations and trajectories that can be often found in the single-user models

(Fig. 8).
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et al. [7] (*) on the high semantic level (single user).

Dataset 2 type|Accuracy|Accuracy@2|Accuracy@5|Precision|Recall|F-Score
Multi User 0.688 0.885 0.969 0.53 0.428(0.474
Single User 0.78 0.919 0.993 0.149 0.151 |0.149

Fig. 9. Comparison of our multi- and single-user CNN models.
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Fig. 10. Impact of time in the case of the low-level semantic representation.
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Finally, in Fig. 10 it can be seen how adding time as an additional training
feature affects the behaviour of our models. Similar to the results of [7], time
seems to be having a negative influence on the prediction performance of our
CNN model, both in terms of accuracy and F-Score.

6 Conclusion

In this paper, we investigate the performance of CNNs and embeddings in terms
of modeling semantic trajectories and predicting future locations in a location
prediction scenario. We evaluate our approach on a real-world dataset, using a
FFNN, a RNN and a LSTM network as a baseline. We show that our CNN-based
model outperforms all the above reference systems in terms of accuracy and is
thus capable of modeling semantic trajectories and predicting future human
movement patterns. However, our approach seems to be sensitive to sparse data.
In addition, we show that, similar to the outcomes of [7], both the semantic
representation level and the overall number of users considered for training the
model can have a significant impact on the performance, especially with regard
to precision and recall. In our future work, we plan to explore further the use of
CNNs in the location prediction scenario by feeding additional semantic infor-
mation into the model such as the users’ activity and their current companion.
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Abstract. This paper proposes a novel approach for multi-lingual multi-
label document classification based on neural networks. We use popular
convolutional neural networks for this task with three different config-
urations. The first one uses static word2vec embeddings that are let as
is, while the second one initializes it with word2vec and fine-tunes the
embeddings while learning on the available data. The last method initial-
izes embeddings randomly and then they are optimized to the classifica-
tion task. The proposed method is evaluated on four languages, namely
English, German, Spanish and Italian from the Reuters corpus. Experi-
mental results show that the proposed approach is efficient and the best
obtained F-measure reaches 84%.

Keywords: Convolutional neural network - CNN
Document classification - Multi-label - Multi-lingual

1 Introduction

Nowadays the importance of multi-lingual text processing increases significantly
due to the extremely rapid growth of data available in several languages particu-
larly on the Internet. Without multi-lingual systems it is not possible to acquire
information across languages. Multi-label classification is also often beneficial
because, in the case of real data, one sample usually belongs to more than one
class.

This paper focuses on the multi-lingual multi-label document classification in
a frame of a real application designed for handling texts from different sources in
various languages. There are several possibilities how to perform a classification
in multiple languages. Most of them learn one model in a mono-lingual space
and then use some transformation method to pass across the languages. The
usual document representation are word embeddings created for instance by the
word2vec approach [8]. Contrary to this idea, we suggest one general model
trained on all available languages. Therefore, this model is able to classify more
languages without any transformation.
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We use popular convolutional networks for this task with three different
settings. The first one uses static word2vec embeddings that are not trained.
The second one initializes the embeddings with word2vec and fine-tunes it on
the available data. The last method initializes embeddings randomly and then
they are, as in the previous case, optimized to the given task using available
data. All these methods use the same vocabulary.

To the best of our knowledge, there is no previous study, which uses one clas-
sifier on multi-lingual multi-label data as proposed in this paper. The proposed
approach is evaluated on four languages (English, German, Spanish and Italian)
from the standard Reuters corpus.

2 Related Work

This section first presents the usage of neural networks for document classifica-
tion and then focuses on multi-linguality.

Feed-forward neural networks were used for multi-label document classifica-
tion in [16]. The authors have modified the standard backpropagation algorithm
for multi-label learning which employs a novel error function. This approach is
evaluated on functional genomics and text categorization.

Le and Mikolov propose [8] so called Paragraph Vector, an unsupervised
algorithm that addresses the issue of necessity of a fixed-legth document repre-
sentation. This algorithm represents each document using a dense vector. This
vector is trained to predict words in the document. The authors obtain new state
of the art results on several text classification and sentiment analysis tasks.

A recent study on the multi-label text classification was presented by Nam
et al. [12]. The authors use the cross-entropy algorithm instead of ranking loss
for training and they also further employ recent advances in deep learning field,
e.g. the rectified linear units activation and AdaGrad learning with dropout
[11,14]. Tf-idf representation of documents is used as a network input. The multi-
label classification is done by thresholding of the output layer. The approach
is evaluated on several multi-label datasets and reaches results comparable or
better than the state of the art.

Another method [7] based on neural networks leverages the co-occurrence of
labels in the multi-label classification. Some neurons in the output layer cap-
ture the patterns of label co-occurrences, which improves the classification accu-
racy. The architecture is basically a convolutional network and utilizes word
embeddings as inputs. The method is evaluated on the natural language query
classification in a document retrieval system.

An alternative multi-label classification approach is proposed by Yang and
Gopal [15]. The conventional representations of texts and categories are trans-
formed into meta-level features. These features are then utilized in a learning-
to-rank algorithm. Experiments on six benchmark datasets show the abilities of
this approach in comparison with other methods.

Recent work in the multi-lingual text representations field is usually based on
word-level alignments. Klementiev et al. [5] train simultaneously two language
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models based on neural networks. The proposed method uses a regularization
which ensures that pairs of frequently aligned words have similar word embed-
dings. Therefore, this approach needs parallel corpora to obtain the word-level
alignment. Zou et al. [17] propose an alternative approach based on neural net-
work language models using different regularization.

Kovéisky et al. [6] propose a bilingual word representations approach based
on a probabilistic model. This method simultaneously learns alignments and dis-
tributed representations from bilingual data. This method marginalizes out the
alignments, thus captures a larger bilingual semantic context. Sarath Chandar
et al. [1] investigate an efficient approach based on autoencoders that uses word
representations coherent between two languages. This method is able to obtain
high-quality text representations by learning to reconstruct the bag-of-words of
aligned sentences without any word alignments.

Coulmance et al. [2] introduce an efficient method for bilingual word repre-
sentations called Trans-gram. This approach extends popular skip-gram model
to multi-lingual scenario. This model jointly learns and aligns word embeddings
for several languages, using only monolingual data and a small set of sentence-
aligned documents.

3 Multi-lingual Document Classification

3.1 Multi-lingual Document Representation

The documents are represented as sequences of word indexes in a shared vocab-
ulary V' which is constructed in a following way. Let N be a number of the
available languages. V,, represents the vocabulary of most frequent words in the
given language. The shared vocabulary V is then constructed by the following
equation

N
V=" (1)

The convolutional network we use for classification requires that the inputs
have the same dimensions. Therefore, the documents with fewer words than
a specified limit are padded, while the longer ones must be shortened. This is
different from Kim’s approach [3] where documents are padded to the length
of the longest document in the training set. We are working with much longer
documents where the lengths vary significantly. Therefore, the shortening of some
documents and thus losing some information is inevitable in our case. However,
based on our preliminary experiments, the influence of document shortening is
insignificant to document classification score.

3.2 Neural Network Architecture

Neural network learns a function f : d — Cy4 which maps document d € D to
a set of categories Cy C C. D is the set of classified documents and C is the
set of all possible categories.
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We use a CNN architecture that was proposed in [9]. This architecture uti-
lizes one-dimensional convolutional kernels which is the main difference from the
network proposed by Kim in [3] where 2D kernels over the entire width of the
word embeddings are used. The input of our network is a vector of word indexes
of the length M where M is the number of words used for document represen-
tation. The second layer is an embedding layer which represents a look-up table
for the word vectors. It translates the word indexes into word vectors of length
E. The document is then represented as a matrix with M rows and E columns.
The next layer is the convolutional one. We use N convolution kernels of the
size K x 1 which means we do 1D convolution over one position in the embed-
ding vector over K input words. The following layer performs a max-pooling
over the length M — K + 1 resulting in N¢o 1 x E vectors. The output of this
layer is then flattened and connected to a fully-connected layer with E nodes.
The output layer contains |C| nodes where |C| is the cardinality of the set of
classified categories.

The output of the network is then thresholded to get the final results. The
values greater than a given threshold indicate the labels that are assigned to the
classified document. The architecture of the network is depicted in Fig. 1. This
figure shows the processing of two documents in different languages (English and
German) by our network. Each document is handled in one training step. The
key concept is the shared vocabulary and the corresponding shared embedding
layer.

4 Experiments

4.1 Reuters RCV1/RCV2 Dataset

The Reuters RCV1 dataset [10] contains a large number of English documents.
The RCV2 is a multi-lingual corpus that contains news stories in 13 languages.
The distribution of the document lengths is shown in Fig.2. We use four lan-
guages, namely English, German, Spanish and Italian. We prepare two settings:
single- and multi-label ones.

Single-Label Configuration. The single-label setting was prepared so that we
can compare the proposed approach with the state of the art. Similarly as the
other studies, we follow the set-up proposed by Klementiev et al. [5]. Four main
categories are used in this setting: Corporate/industrial — CCAT, Economics —
ECAT, Government/social — GCAT and Markets — MCAT.

Documents containing more than one or zero main categories are filtered
out. In total we randomly sample 15,000 documents for each language. 10,000
documents are used for training while the remaining 5,000 is reserved for testing.

Multi-label Configuration. In this setting we use all 103 topic codes available
in the English documents. The number of documents for each language corre-
sponds to the minimal number across the utilized languages which is Spanish
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in our case. Therefore we have 18,655 documents for each language where three
fifths are used for training and the remaining two fifths for development and test
set respectively.

4.2 Neural Network Set-Up

In all experiments with multi-label classification we use the same configuration
of the CNN. We use 20,000 most frequent words from each language to create
the vocabulary. The document length is adjusted to M = 100 words with regard
to the distribution of the document lengths according to Fig. 2. The embedding
length F is set to 300 which allows a direct usage of pre-trained word2vec vectors.
The number of convolutional kernels N¢ is 40 and its shape is set to 16 x 1. We
use a wvalid mode for the convolutions. The number of neurons in the fully-
connected layer is 256. Before the output layer and before the fully-connected
one we add dropout layers with the probabilities set to 0.2 in both cases. Relu
activation function is used in all layers except the output one. The output layer
employs sigmoid function in the multi-label classification scenario. The model is
optimized using Adaptive moment estimation (Adam) [4] algorithm and cross-
entropy loss function. The data is shuffled in all experiments. We set the number
of epochs to 10 in all experiments.

The single-label model is nearly the same as the multi-label one. The only
difference is that softmax activation function is used in the output layer.

4.3 Single-Label Results

Table 1 summarizes the results of the single-label classification experiments. We
use the standard Precision (Prec), Recall (Rec), F-measure (F'1) and Accuracy
(ACC) metrics [13] and the confidence interval is +0.3% at the confidence level
of 0.95.

We present all three possible settings of the embedding layer. The first
one uses static word2vec embeddings (Word emb notrain), the second one uses
word2vec embeddings which are fine-tuned during the network training ( Word
emb train) and the last one uses randomly initialized vectors that are trained
(Random init).

The results show that the training of the embeddings is beneficial and allows
achieving significantly higher recognition scores. However, the usage of static pre-
trained embeddings also reaches reasonable accuracy while dramatically lowering
the time needed for the network training.

Table 2 compares the accuracies of the proposed methods with the state-
of-the-art. As the other studies we use the standard accuracy metric in this
experiment.

This table clearly shows that our methods outperform significantly all the
other approaches. This is particularly evident in the case of English language
where the increase of accuracy is almost by 20%. We must note that the set-up
of the other approaches slightly differ. However, the reported methods are the
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Table 1. Results of the single-label classification experiments [in %)].

Word emb notrain Word emb train Random init

Prec | Rec |F1 | ACC | Prec|Rec |F1 |ACC | Prec|Rec |[F1 |ACC
en |93.0 89.7/91.3/90.2 |96.1 /93.9/95.0/94.4 |96.6 96.3|96.4|96.3
de [95.3 194.8/95.1/95.0 |97.0 196.9/96.9/96.8 |96.6 96.3|96.4|96.3
es |98.798.1/98.4/98.3 [99.9 199.9/99.9/99.9 /99.9 199.9/99.9|99.9
it |88.8 86.7|87.8/86.9 [91.9 |91.6/91.7/90.7 |91.5 91.2|91.3|90.6
avg | 94.0 1 92.3/93.2|92.6 [96.2 |95.6 1 95.9|95.5 |96.2 |95.9/96.0|95.8

most similar set-ups we found. Moreover, to the best of our knowledge, there are
no studies with exactly the same configuration as we use.

Table 2. Comparison with the state of the art [accuracy in %)].

Method [ACC in %] de |en

Klementiev et al. [5] 776 | 71.1
Kovéisky et al. [6] 83.1 |76.0
Sarath Chandar et al. [1] | 91.8 | 74.2
Coulmance et al. [2] 91.1 |78.7
Word emb notrain 95.0 190.2
Word emb train 96.8 | 94.4
Random init 96.3 |96.3

4.4 Multi-label Results

Table 3 shows the results of our network in the multi-label scenario. We use
the standard Precision (Prec), Recall (Rec), F-measure (F'1) metrics in this
experiment. The confidence interval is +£0.35% at the confidence level of 0.95.

We can summarize the results in this table in a similar way as the previous
one for the single-label classification. The training of the embeddings improves
the obtained classification results. However, the training of randomly initial-
ized vectors has worse results than the fine-tuned word2vec vectors. The best
obtained F-measure 86.8% is, as in the previous case, for Spanish using word2vec
initialized embeddings with a further training.

4.5 Word Similarity Experiment

The last experiment analyzes the quality of the resulting embeddings obtained
by the three neural network settings.
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Table 3. Precision (Prec), Recall (Rec), F-measure (F'1) of the multi-label classifica-
tion [ in %].

Word emb notrain | Word emb train | Random init

Prec | Rec | F1 Prec | Rec | F1 | Prec|Rec |F1
en |84.3 |62.7|/71.9 85.4 189.2/82.2 83.6 |75.1|79.2
de |84.2 69.8|76.3 87.5 |81.2|84.2 |86.5 | 77.3|81.6
es [90.4 |77.1|83.2 89.4 1 84.3/86.8 89.4 81.5|85.3
it |84.9 68.4|75.8 86.5 | 81.2|83.8 85.2 | 77.8|81.3
avg | 86.0 |69.5 | 76.8 87.2 |81.5|84.3 86.2 |77.9|81.9

Table 4. Ten closest words to the English word “accident” based on the cosine simi-
larity; English translation in brackets including the language of the given word.

Word emb notrain Word emb train Random init

Word Cos sim | Word Cos sim | Word Cos sim

accidents 0.860 accidente 0.685 ruehe 0.248

incident 0.740 ungliick (de, 0.632 bloccando (es, |0.239
misfortune) blocking)

accidente (es, | 0.600 estrelld (es, 0.609 compelled 0.236

accident) crashed)

incidents 0.574 accidents 0.599 numerick 0.219

accidentes (es, |0.546 geborgen (de, 0.585 fiduciary 0.217

accidents) secure)

disaster 0.471 absturz 0.584 barriles (es, 0.216

barrels)

explosions 0.461 ungliicks (de, 0.576 andhra 0.214
misfortunes)

incidence 0.452 abgestiirzt (de, |0.567 touring 0.212
crashed)

personnel 0.452 triimmern (de, 0.560 versicherers 0.209
rubble) (de, insurers)

unfall (de, 0.450 ungliicksursache |0.551 oppositioneller | 0.203

accident) (de, ill cause) (de,

oppositional)

Table 4 shows 10 most similar words to the English word “accident” across
all languages based on the cosine similarity. These words are mainly in English
when word2vec initialization without any training is used (the first column). Fur-
ther training of the embeddings (middle column) causes that also German and
Spanish words with a similar meaning are shifted closer to the word “accident”
in the embedding space. On the other hand, when training from randomly ini-
tialized vectors, the ten most similar words have often quite a different meaning.
However, as shown in the classification results, this fact has nearly no impact
on the resulting F-measure. We can conclude that word2vec initialization is not
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necessary for the classification task. This table further shows that the similarity
between Germanic (English and German) languages is clearly visible.

Table 5 shows 10 most similar words to the English word “czech” using the
cosine similarity. The table is very similar to the previous one. For instance,
if we take a look at the Word emb train column, we observe that there is (as
in the previous case) a significant decrease of the cosine similarity. However on
the other hand, some new words, which are more related to the word “czech”,
are included. The inapplicability to find similar words of randomly initialized
embeddings has been confirmed. It is worth noting that although the Czech
language is not a part of our corpus, some Czech words (praha, dnes, fronta)
are also included due to the Czech citations available.

Table 5. Ten closest words to the word “czech” based on the cosine similarity; English
translation in brackets including the language of the given word.

Word emb notrain Word emb train Random init
Word Cos sim | Word Cos sim | Word Cos sim
czechoslovakia 0.757 czechoslovakia 0.399 festakt (de, 0.273
ceremony)
slovakia 0.634 praga (es, prague) 0.335 val 0.250
polish 0.569 republic 0.329 provence 0.235
hungary 0.539 brno (cz, brno - 0.315 sostiene (es, hold) | 0.222
czech city)
hungarian 0.537 slovak 0.314 larry 0.216
prague 0.533 praha (cz, prague) 0.313 kopfigen (de, 0.212
headed)
slovak 0.509 dnes (cz, today) 0.307 iiberschreiten (de, | 0.206
exceed)
praha (cz, praha) | 0.509 checa (es, czech) 0.307 aktienindex (de, |0.205
share index)
austrian 0.506 fronta (cz, queue) 0.304 councils 0.205
lithuanian 0.496 tschechoslowakei (de, | 0.297 bancario (it, 0.205
czechoslovakia) banking)

5 Conclusions

In this paper we presented a novel approach for the multi-label document clas-
sification in multiple languages. The proposed method builds on the popular
convolutional networks. We added a simple yet efficient extension that allows
using one network for classifying text documents in more languages.

We evaluated our method on four languages from the Reuters corpus in both
multi- and single-label classification scenarios. We showed that the proposed
approach is efficient and the best obtained F-measure in multi-label scenario
reaches 84%. We also showed that our methods outperform significantly in the
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single-label settings all the other approaches. Another added value of this app-
roach is also that no language identification is needed as in the case of the use
of the single networks.

Acknowledgements. This work has been partly supported from ERDF “Research
and Development of Intelligent Components of Advanced Technologies for the Pilsen
Metropolitan Area (InteCom)” (no.: CZ.02.1.01/0.0/0.0/17-048/0007267), by Cross-
border Cooperation Program Czech Republic - Free State of Bavaria ETS Objective
2014-2020 (project no. 211) and by Grant No. SGS-2016-018 Data and Software Engi-
neering for Advanced Applications.

References

10.

11.

12.

13.

. Sarath Chandar, A.P.; et al.: An autoencoder approach to learning bilingual word

representations. In: Ghahramani, Z., Welling, M., Cortes, C., Lawrence, N.D.,
Weinberger, K.Q. (eds.) Advances in Neural Information Processing Systems 27,
pp. 1853-1861. Curran Associates, Inc. (2014)

Coulmance, J., Marty, J.M., Wenzek, G., Benhalloum, A.: Trans-gram, fast cross-
lingual word-embeddings. arXiv preprint arXiv:1601.02502 (2016)

Kim, Y.: Convolutional neural networks for sentence classification. arXiv preprint
arXiv:1408.5882 (2014)

Kingma, D., Ba, J.: Adam: a method for stochastic optimization. arXiv preprint
arXiv:1412.6980 (2014)

Klementiev, A., Titov, 1., Bhattarai, B.: Inducing crosslingual distributed repre-
sentations of words. In: Proceedings of COLING 2012, pp. 1459-1474 (2012)
Kocisky, T., Hermann, K.M., Blunsom, P.: Learning bilingual word representations
by marginalizing alignments. In: Proceedings of the 52nd Annual Meeting of the
Association for Computational Linguistics (Volume 2: Short Papers), vol. 2, pp.
224-229 (2014)

Kurata, G., Xiang, B., Zhou, B.: Improved neural network-based multi-label clas-
sification with better initialization leveraging label co-occurrence. In: Proceedings
of NAACL-HLT, pp. 521-526 (2016)

Le, Q.V., Mikolov, T.: Distributed representations of sentences and documents. In:
ICML 2014, pp. 1188-1196 (2014)

Lenc, L., Kral, P.: Deep neural networks for Czech multi-label document classifica-
tion. In: Gelbukh, A. (ed.) CICLing 2016. LNCS, vol. 9624, pp. 460-471. Springer,
Cham (2018). https://doi.org/10.1007/978-3-319-75487-1_36

Lewis, D.D., Yang, Y., Rose, T.G., Li, F.: RCV1: a new benchmark collection for
text categorization research. J. Mach. Learn. Res. 5(Apr), 361-397 (2004)

Nair, V., Hinton, G.E.: Rectified linear units improve restricted Boltzmann
machines. In: Proceedings of the 27th International Conference on Machine Learn-
ing (ICML 2010), pp. 807-814 (2010)

Nam, J., Kim, J., Loza Mencia, E., Gurevych, 1., Firnkranz, J.: Large-scale multi-
label text classification - revisiting neural networks. In: Calders, T., Esposito, F.,
Hillermeier, E., Meo, R. (eds.) ECML PKDD 2014. LNCS (LNAI), vol. 8725, pp.
437-452. Springer, Heidelberg (2014). https://doi.org/10.1007/978-3-662-44851-
9.28

Powers, D.: Evaluation: from precision, recall and f-measure to ROC, informedness,
markedness & correlation. J. Mach. Learn. Technol. 2(1), 37-63 (2011)


http://arxiv.org/abs/1601.02502
http://arxiv.org/abs/1408.5882
http://arxiv.org/abs/1412.6980
https://doi.org/10.1007/978-3-319-75487-1_36
https://doi.org/10.1007/978-3-662-44851-9_28
https://doi.org/10.1007/978-3-662-44851-9_28

14.

15.

16.

17.

Neural Networks for Multi-lingual Multi-label Document Classification 83

Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, 1., Salakhutdinov, R.:
Dropout: a simple way to prevent neural networks from overfitting. J. Mach. Learn.
Res. 15(1), 1929-1958 (2014)

Yang, Y., Gopal, S.: Multilabel classification with meta-level features in a learning-
to-rank framework. Mach. Learn. 88(1-2), 47-68 (2012)

Zhang, M.L., Zhou, Z.H.: Multilabel neural networks with applications to func-
tional genomics and text categorization. IEEE Trans. Knowl. Data Eng. 18(10),
1338-1351 (2006)

Zou, W.Y., Socher, R., Cer, D., Manning, C.D.: Bilingual word embeddings for
phrase-based machine translation. In: Proceedings of the 2013 Conference on
Empirical Methods in Natural Language Processing, pp. 1393-1398 (2013)



)

Check for
updates

Multi-region Ensemble Convolutional
Neural Network for Facial Expression
Recognition

Yingruo Fan®) | Jacqueline C. K. Lam, and Victor O. K. Li

Department of Electrical and Electronic Engineering,
The University of Hong Kong, Pokfulam, Hong Kong
yrfan@hku.hk, {jcklam,vli}@eee.hku.hk

Abstract. Facial expressions play an important role in conveying the
emotional states of human beings. Recently, deep learning approaches
have been applied to image recognition field due to the discriminative
power of Convolutional Neural Network (CNN). In this paper, we first
propose a novel Multi-Region Ensemble CNN (MRE-CNN) framework
for facial expression recognition, which aims to enhance the learning
power of CNN models by capturing both the global and the local fea-
tures from multiple human face sub-regions. Second, the weighted pre-
diction scores from each sub-network are aggregated to produce the final
prediction of high accuracy. Third, we investigate the effects of differ-
ent sub-regions of the whole face on facial expression recognition. Our
proposed method is evaluated based on two well-known publicly avail-
able facial expression databases: AFEW 7.0 and RAF-DB, and has been
shown to achieve the state-of-the-art recognition accuracy.

Keywords: Expression recognition + Deep learning
Convolutional Neural Network - Multi-region ensemble

1 Introduction

Facial expression recognition (FER) has many practical applications such as
treatment of depression, customer satisfaction measurement, fatigue surveillance
and Human Robot Interaction (HRI) systems. Ekman et al. [2] defined a set of
prototypical facial expressions (e.g. anger, disgust, fear, happiness, sadness, and
surprise). Since Convolutional Neural Network (CNN) has already proved its
excellence in many image recognition tasks, we expect that it can show bet-
ter results than already existing machine learning methods in facial expression
prediction problems. A well-designed CNN trained on millions of images can
parameterize a hierarchy of filters, which capture both low-level generic features
and high-level semantic features. Moreover, current Graphics Processing Units
(GPUs) expedite the training process of deep neural networks to tackle big-data
problems. However, unlike large scale visual object recognition databases such
© Springer Nature Switzerland AG 2018
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Fig. 1. An overview of our approach: Multi-Region Ensemble CNN (MRE-CNN) frame-
work.

as ImageNet [10], existing facial expression recognition databases do not have
sufficient training data, resulting in overfitting problems.

CNN approaches topped the three slots in the 2014 ImageNet challenge [10]
for object recognition task, with the VGGNet [11] architecture achieving a
remarkably low error rate. With a review of previous CNNs, AlexNet [5] demon-
strated the effectiveness of CNN by introducing convolutional layers followed by
Max-pooling layers and Rectified Linear Units (ReLUs). AlexNet significantly
outperformed the runner-up with a top-5 error rate of 15.3% in the 2012 Ima-
geNet challenge [10]. In our proposed framework, one of the network structures
is based on AlexNet and the other one VGG-16 is a deeper network based on
VGGNet [11].

The goal of automatic FER is to classify faces in static images or dynamic
image sequences as one of the six basic emotions. However, it is still a challeng-
ing problem due to head pose, image resolution, deformations, and illumination
variations. This paper is the first attempt to exploit the local characteristics
of different parts of the face by constructing different sub-networks. Our main
contributions are three-fold and can be summarized as follows:

— A novel Multi-Region Ensemble CNN framework is proposed for facial expres-
sion recognition, which takes full advantage of both global information and
local characteristics of the whole face.

— Based on the weighted sum operation of the prediction scores from each sub-
network, the final recognition rate can be improved compared to the original
single network.
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— Our MRE-CNN framework achieves a very appealing performance and out-
performs some state-of-the-art facial expression methods on AFEW 7.0
Database [1] and RAF-DB [6].

2 Related Work

Several studies have proposed different architectures of CNN in terms of FER
problems. Hu et al. [4] integrated a new learning block named Supervised Scoring
Ensemble (SSE) into their CNN model to improve the prediction accuracy. This
has inspired us to incorporate other well-designed learning strategies to existing
mainstream networks bring about accuracy gains. [8] followed a transfer learning
approach for deep CNNs by utilizing a two-stage supervised fine-tuning on the
pre-trained network based on the generic ImageNet [10] datasets. This implies
that we can narrow down the overfitting problems due to limited expressions
data via transfer learning. In [7], inception layers and the network-in-network
theory were applied to solve the FER problem, which focuses on the network
architecture. However, most of the previous methods have processed the entire
facial region as the input of their CNN models, paying less attention to the
sub-regions of human faces. To our knowledge, few works have been done by
directly cropping the sub-regions of facial images as the input of CNN in FER.
In this paper, each sub-network in our MRE-CNN framework will process a pair
of facial regions, including a whole-region image and a sub-region image.

3 The Proposed Method

The overview of our proposed MRE-CNN framework is shown in Fig. 1. We will
start with the data preparation, and then describe the detailed construction for
our MRE-CNN framework.

3.1 Data Pre-processing

Datasets. Recently, Real-world Affective Faces Database! (RAF-DB)[6], which
contains about 30000 real-world facial images from thousands of individuals,
is released to encourage more research on real-world expressions. The images
(12271 training samples and 3068 testing samples) in RAF-DB were downloaded
from Flickr, after which humans were asked to pick out images related with the
six basic emotions, plus the neutral emotion. The other database, Acted Facial
Expressions in the Wild (AFEW 7.0)[1], was established for the 2017 Emotion
Recognition in the Wild Challenge? (EmotiW). AFEW 7.0 consists of training
(773), validation (383) and test (653) video clips, where samples are labeled with
seven expressions: angry, disgust, fear, happy, sad, surprise and neutral (Fig. 2).

! http://www.whdeng.cn/RAF /modell.html.
2 https:/ /sites.google.com /site/emotiwchallenge/.
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Fig. 2. The first row displays cropped faces extracted from images in RAF-DB, and
the second row represents faces sampled across video clips in AFEW 7.0.

Face Detection and Alignment. For each video clip in AFEW 7.0, after
using a face tracker [3], we sample at 3-10 frames that have clear faces with an
adaptive frame interval. To extract and align faces both from original images
in RAF-DB and frames of videos in AFEW 7.0, we use a C++ library, Dlib3
face detector to locate the 68 facial landmarks. As shown in Fig.3, based on
the coordinates of localized landmarks, aligned and cropped whole-region and
sub-regions of the face image can be generated in a uniform template with a
affine transformation. In this stage, we align and crop regions of the left eye,
regions of the nose, regions of the mouth, as well as the whole face. Then three
pairs of images are all resized into 224 x 224 pixels.

Face image Face landmarks

Whole-region Sub-region

Fig. 3. The processing of the cropped whole-region and sub-regions of the facial image.

3.2 Multi-Region Ensemble Convolutional Neural Network

Our framework is illustrated in Fig. 1. We take three significant sub-regions of the
human face into account: the lefteye, the nose and the mouth. Each particular
sub-region will be accompanied by its corresponding whole facial image, forming

3 dlib.net.
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a double input subnetwork in Multi-Region Ensemble CNN (MRE-CNN) frame-
work. Afterwards, based on the weighted sum operation of three prediction scores
from each sub-network, we get a final accurate prediction.

Particularly, to encourage intra-class compactness and inter-class separabil-
ity, each subnet adopts the softmax loss function which is given by

m gT (1)

Loss(0) = —— ZZl{y D=t log——F—

=1 j=1 Z 9Tac( v (1)
where z(¥) denotes the features of the i-th sample, taken from the final hidden
layer before the softmax layer, m is the number of training data, and k is the
number of classes. We define the i-th input feature () € R? with the predicted
label ;. 6 is the parameter matrix of the softmax function Loss(#). Here I{-}
means [{a true statement} = 1 or [{a false statement} = 0.

Data Augmentation. Despite the training size of RAF-DB; it is still insuf-
ficient for training a designed deep network. Therefore we utilize both offline
data augmentation and on-the-fly data augmentation techniques. The number
of training samples increases fifteen-fold after introducing methods including
image rotation, image flips and Gaussian distribution random perturbations.
Besides, on-the-fly data augmentation is embedded in the deep learning frame-
work, Caffe, by randomly cropping the input images and then flipping them
horizontally.

3.3 The Sub-networks in MRE-CNN Framework

As Fig. 4 shows, we adopt 13 convolutional layers and 5 max pooling layers and
concatenate the outputs from two pool5 layers before going through the first
fully connected layer. The final softmax layer gives the prediction scores. When
employing VGG-16 [11], we finetune the pre-trained model with the training set
of AFEW 7.0 and RAF-DB, respectively, in the following experiments.
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Fig. 4. The VGG-16 sub-network architecture in MRE-CNN framework.
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To validate the proposed MRE-CNN framework, our modified AlexNet archi-
tecture do not use any pre-trained models during its training process. For
AlexNet sub-network, we use 5 convolutional layers and 3 max pooling lay-
ers, the same as in the traditional CNN architecture. Different from the original
AlexNet, the last two fully connected layers have 64 outputs and 7 outputs,
respectively, making it possible to retrain a deep network with limited data. The
following experiment results indicate its effectiveness in the MRE-CNN frame-
work structure, despite its simplified network architecture.

Finally, we combine the three predictions from three sub-networks by con-

ducting the weighted sum operation. The predicted emotion Pyrp_cnn iS
defined as

eGTI(i)
eGQTa:(i’)

PryrE-onN = g an g SE ogreo || (2)
i=1 l GT )

where ., denotes the weight for a single sub-network and z is equal to 3 as we
utilize three sub-networks. Other parameters are the same as those in Eq. 1.

4 Experiments

4.1 Experimental Setup

All training and testing processes were performed on NVIDIA GeForce GTX
1080Ti 11G GPUs. We developed our models in the deep learning framework
Caffe. On the Ubuntu linux system equipped with NVIDIA GPUs, training a
single model in MRE-CNN took 4-6 hours depending on the architecture of the
sub-network.

4.2 Implementation Details

In data augmentation stage, we augment the set of training images in RAF-DB
and frames in AFEW 7.0 by flipping, rotating each with +4° and £6°, and
adding Gaussian white noises with variances of 0.001, 0.01 and 0.015. We then
train our VGG-16 sub-networks for 20k iterations with the following parameters:
learning rate 0.0001-0.0005, weight decay 0.0001, momentum 0.9, batch size 16
and linear learning rate decay in stochastic gradient descent (SGD) optimizer.
For AlexNet sub-networks, we train them for 30k iterations with the batch size of
64 and the learning rate begins from 0.001. In the ensemble prediction stage, the
specific weights of MRE-CNN (VGG-16 Sub-network) are 4/7 (lefteye weight),
2/7 (mouth weight) and 1/7 (nose weight) and those of MRE-CNN (AlexNet
Sub-network) are 2/5 (lefteye weight), 2/5 (mouth weight) and 1/5 (nose weight),
respectively.
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4.3 Results on RAF-DB

RAF-DB is split into a training set and a test set with the idea of five-fold cross-
validation and we performed the 7-class basic expression classification bench-
mark experiment. In the RAF-DB test protocol, the ultimate metric is the mean
diagonal value of the confusion matrix rather than the accuracy due to imbal-
anced distribution in expressions. In this experiment, we directly train our deep
learning models with our processed training samples from RAF-DB, without
using other databases. In details, after filtering the non-detected face images
and applying data augmentation techniques, 95465 cropped face images are gen-
erated, accompanied by lefteye images, mouth images and nose images.

Table 1. Confusion matrix for RAF-DB based on MRE-CNN (VGG-16 sub-network).
The term Real represents the true labels (0 = Angry, 1 = Disgust, 2 = Fear, 3 =
Happy, 4 = Sad, 5 = Surprise, 6 = Neutral) and Pred represents the predicted value.

Real | Pred
0 1 2 3 4 5 6

0 0.0088 | 0.0632 |0.0000 | 0.0221 |0.0706 |0.0338 | 0.8015
1 0.0213 |0.0182 |0.0334 | 0.0030 |0.0122 |0.8602 0.0517
2 0.0209 | 0.0565 |0.0084 |0.0167 | 0.7992|0.0105 |0.0879
3 0.0110 | 0.0211 |0.0051 |0.8878 0.0127 |0.0110 |0.0515
4 0.0811 | 0.0000 |0.6081 0.0270 | 0.0676 |0.1757 |0.0405
5 0.1125 | 0.5750|0.0063 |0.0813 | 0.0750 |0.0187 |0.1313
6 0.8395 | 0.0802 |0.0185 |0.0185 |0.0123 |0.0062 |0.0247

Analyzing the confusion matrix based on MRE-CNN (VGG-16 Sub-network)
in Table 1, our proposed model performs well when classifying happy, surprise
and angry emotions, with accuracy of 88.78%, 86.02%, 83.95%, respectively.
For comparison, in Table 2 we show the results of the trained DCNN models fol-
lowed by different classifiers which are proposed in [6]. We find that our proposed
MRE-CNN (VGG-16) framework outperforms all of the existing state-of-the-art
methods evaluated on RAF-DB. In addition, the MRE-CNN (AlexNet) frame-
work also achieves a very appealing performance although we retrain the AlexNet
sub-networks with limited data.

Furthermore, we separated the sub-network modules from MRE-CNN frame-
work and demonstrated their individual results on the test set of RAF-DB.
Results can be viewed in Table 3. The result of the first row shows the average
accuracy of Face+LeftEye while applying VGG-16 sub-network in MRE-CNN
framework, and they are higher than that of Face+Mouth. Thus we assign higher
weights to Face+LeftEye subnet when combining the three predictions with an
appropriate ensemble method. Face+Nose subnet is slightly less effective, prob-
ably due to less information related to emotions; Nevertheless, it is still superior
to the VGG-FACE model given in Table2 with only the whole face region as
input.
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Table 2. Performance of different methods on RAF-DB (The metric is the mean
diagonal value of the confusion matrix).

Angry | Disgust | Fear | Happy | Sad Surprise | Neutral | Average
DLP-CNN+mSVM [6] 71.60 | 52.15 62.16 | 92.83 80.13 | 81.16 80.29 74.20
DLP-CNN+LDA [6] 77.51 | 55.41 52.50 | 90.21 73.64 | 74.07 73.53 70.98
AlexNet+mSVM [6] 58.64 | 21.87 39.19 | 86.16 60.88 | 62.31 60.15 55.60
AlexNet+LDA [6] 43.83 | 27.50 37.84 | 75.78 | 39.33 | 61.70 48.53 47.79
VGG+mSVM [6] 68.52 | 27.50 35.13 | 85.32 64.85 | 66.32 59.88 58.22
VGG+LDA [6] 66.05 | 25.00 37.84 | 73.08 51.46 | 53.49 47.21 50.59
Singe VGG-FACE 82.19 | 56.62 55.41 | 86.38 79.52 | 83.93 71.18 73.60
Our MRE-CNN (AlexNet) | 77.78 | 65.62 58.11 | 87.75 75.73 | 81.16 77.21 74.78
Our MRE-CNN (VGG-16) | 83.95 | 57.50 60.81 | 88.78 79.92 | 86.02 80.15 76.73

Table 3. Sub-region comparison (the metric is the mean diagonal value of the confusion
matrix).

Architecture Average
Face+LeftEye (Single VGG-16 sub-network) | 76.52
Face+Nose (Single VGG-16 sub-network) 75.64
Face+Mouth (Single VGG-16 sub-network) |76.13
Our MRE-CNN (VGG-16) 76.73

Table 4. Comparisons with the state-of-the-art methods on AFEW 7.0 (the metric is
the average accuracy of all validation videos).

Network architecture Training data Validation (%)
C3D [9] 16 frames for each video | 35.20
Resnet-LSTM [9] 16 frames for each video | 46.70
VGG-LSTM [9] 16 frames for each video | 47.40
Trajectory+ SVM [13] 30 frames for each video | 37.37
VGG-BRNN [13] 40 frames for each video | 44.46
C3D-LSTM [12] Detected face frames 43.20
Our MRE-CNN (AlexNet) Detected face frames 40.11
Our MRE-CNN (VGG-16) | Detected face frames 47.43

4.4 Results on AFEW 7.0

To validate the performance of our models, we also conduct experiments on the
validation set of AFEW 7.0. The task is to assign a single expression label from
seven candidate categories to each video clip from the validation set (383 video
clips). Note that all our CNN models in MRE-CNN framework are trained on
the given training data (773 video clips) only without applying any outside data.
Considering the temporally disappearance or occlusion in some videos, we only
use detected face frames for training and prediction. In our experiments, the
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predicted emotion scores of each video are calculated by averaging the scores of
all its detected face frames. We can see from Table4, for the validation set of
AFEW 7.0, our MRE-CNN (VGG-16) framework gets great results which are
superior to some state-of-the-art methods.

4.5 Discussions

A series of feature maps are shown in Fig.5 for VGG-16 sub-network in our
MRE-CNN framework, which can reflect the differences in the filters of the
first three convolutional layers. It can be observed that shallower layer outputs
capture more profile information while deeper layer outputs encode the seman-
tic information. Shallower layers can learn rich low-level features that can help
refine the irregular features from deeper layers. Furthermore, by combining fea-
tures from the whole region and sub-regions of the human face, the resulting
architecture provides more rich feature maps, which raises the recognition rate
for FER problems.

Fig. 5. Visualization of the feature maps of the first three convolutional layers for the
input image on the left of each row.

Generally, our method explicitly inherits the advantage of information gath-
ered from multiple local regions from face images, acting as a deep feature
ensemble with two single CNN architectures, and hence it naturally improves
the final predication accuracy. The disadvantage of our approach is that we use
grid searching to determine the contribution portions of individual sub-networks,
which is relatively computationally expensive. We shall utilize ensemble meth-
ods like Adaboost to determine the best weights for different subnets. Although
facial expression recognition based on face images can achieve promising results,
facial expression is only one modality in realistic human behaviors. Combining
facial expressions with other modalities, such as audio information, physiologi-
cal data and thermal infrared images can provide complementary information,
further enhancing the robustness of our models. Therefore, it is a promising
research direction to incorporate facial expression models with other dimension
models into a high-level framework.
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5 Conclusion

We have proposed a novel Multi-Region Ensemble CNN framework in this study,
which takes full advantage of different regions of the whole human face. By
assigning different weights to three sub-networks in MRE-CNN, we have com-
bined the predictions of three separate networks. Besides, we have investigated
the effects of three different facial regions, each providing different local infor-
mation. As a result, our MRE-CNN framework has achieved a very appealing
performance on RAF-DB and AFEW 7.0, as compared to other state-of-the-art
methods.
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Abstract. Data augmentation is a popular technique largely used to
enhance the training of convolutional neural networks. Although many of
its benefits are well known by deep learning researchers and practitioners,
its implicit regularization effects, as compared to popular explicit regu-
larization techniques, such as weight decay and dropout, remain largely
unstudied. As a matter of fact, convolutional neural networks for image
object classification are typically trained with both data augmentation
and explicit regularization, assuming the benefits of all techniques are
complementary. In this paper, we systematically analyze these techniques
through ablation studies of different network architectures trained with
different amounts of training data. Our results unveil a largely ignored
advantage of data augmentation: networks trained with just data aug-
mentation more easily adapt to different architectures and amount of
training data, as opposed to weight decay and dropout, which require
specific fine-tuning of their hyperparameters.

Keywords: Data augmentation - Regularization - CNNs

1 Introduction

Data augmentation in machine learning refers to the techniques that synthet-
ically expand a data set by applying transformations on the existing exam-
ples, thus augmenting the amount of available training data. Although the new
data points are not independent and identically distributed, data augmentation
implicitly regularizes the models and improves generalization, as established by
statistical learning theory [31].

Data augmentation has been long used in machine learning [27] and it has
been identified as a critical component of many models [6,21,22]. Nonetheless,
the literature lacks, to our knowledge, a systematic analysis of the implicit regu-
larization effect of data augmentation on deep neural networks compared to the
most popular regularization techniques, such as weight decay [12] and dropout
[29], which are typically used all together.

In a thought-provoking paper [34], Zhang et al. concluded that explicit regu-
larization may improve generalization performance, but is neither necessary nor
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by itself sufficient for controlling generalization error. They observed that remov-
ing weight decay and dropout does not prevent the models from generalizing.
Although they performed some ablation studies with data augmentation, they
considered it just another explicit regularization technique. In a follow up study
[16], it is argued that data augmentation should not be considered an explicit
regularizer and it is shown that explicit regularization may not only be unneces-
sary, but data augmentation alone can achieve the same level of generalization.

Here, we build upon the ideas from [16] and, using the same methodology,
we extend the analysis of data augmentation in contrast to weight decay and
dropout. In particular, we focus here on the capability of data augmentation
to adapt to deeper and shallower architectures as well as to successfully learn
from fewer examples. We find that networks trained with data augmentation,
but no explicit regularizers, outperform the networks trained with all techniques,
as is common practice in the literature. We hypothesize that weight decay and
dropout require fine-tuning of their hyperparameters in order to adapt to new
architectures and amount of training data, whereas the new samples generated by
data augmentation schemes are useful regardless of the new training conditions.

1.1 Related Work

Data augmentation was already used in the late 80’s and early 90’s for handwrit-
ten digit recognition [27] and it has been identified as a very important element
of many modern successful models, like AlexNet [21], AIl-CNN [28] or ResNet
[15], for instance. In some cases, heavy data augmentation has been applied with
successful results [32]. In domains other than computer vision, data augmenta-
tion has also been proven effective, for example in speech recognition [19], music
source separation [30] or text categorization [24].

Bengio et al. [3] focused on the importance of data augmentation for recog-
nizing handwritten digits through greedy layer-wise unsupervised pre-training
[4]. Their main conclusion was that deeper architectures benefit more from data
augmentation than shallow networks. Zhang et al. [34] included data augmenta-
tion in their analysis of the role of regularization in the generalization of deep
networks, although it was considered an explicit regularizer similar to weight
decay and dropout. The observation that data augmentation alone outperforms
explicitly regularized models for few-shot learning was also made by Hilliard
et al. in [18]. Only few works reported the performance of their models when
trained with different types of data augmentation levels, as is the case of [11].

Recently, the deep learning community seems to have become more aware of
the importance of data augmentation. New techniques have been proposed [7,8§]
and, very interestingly, models that automatically learn useful data transforma-
tions have also been published lately [2,13,23,26]. Another study [25] analyzed
the performance of different data augmentation techniques for object recognition
and concluded that one of the most successful techniques so far is the traditional
transformations carried out in most studies. Finally, a preliminary analysis of
the implicit regularization effect of data augmentation was presented in [16],
showing that data augmentation alone provides at least the same generalization
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performance as weight decay and dropout. The present work follows up on those
results and extends the analysis.

2 Experimental Setup

This section describes the procedures we follow to explore the potential advan-
tages of data augmentation to adapt to changes in the amount of training
data and the network architecture, compared to the popular explicit regular-
izers weight decay and dropout. We build upon the methodology already used
in [16].

2.1 Network Architectures

We test our hypotheses with two well-known network architectures that achieve
successful results in image object recognition: the all convolutional network, All-
CNN [28]; and the wide residual network, WRN [33].

All Convolutional Net. The original architecture of All-CNN consists of 12
convolutional layers and has about 1.3 M parameters. In our experiments to
compare data augmentation and explicit regularization in terms of adaptability
to changes in the architecture, we also test a shallower version, with 9 layers and
374K parameters, and a deeper version, with 15 layers and 2.4 M parameters.
The three architectures can be described as follows:

2x96C3(1)-96C3(2)-2x 192C3(1)-192C3(2)-192C3(1)-192C1(1)

Original —N.CIl.C1(1)-Gl.Avg.—Softmax

Shallower 2x96C3(1)-96C3(2)-192C3(1)-192C1(1)
—N.CL.C1(1)-Gl.Avg.—Softmax

Deeper 2% 96C3(1)-96C3(2)-2x 192C3(1)-192C3(2)-2x 192C3(1)

~192C3(2)-192C3(1)-192C1(1)-N. CLC1(1)-CGl. Avg.~Softmax

where KCD(S) is a D x D convolutional layer with K channels and stride S,
followed by batch normalization and a ReLU non-linearity. N.Cl. is the number
of classes and Gl.Avg. refers to global average pooling. The network is identical
to the All-CNN-C architecture in the original paper, except for the introduction
of batch normalization. We set the same training parameters as in the original
paper in the cases they are reported. Specifically, in all experiments the All-
CNN networks are trained using stochastic gradient descent (SGD) with batch
size of 128, during 350 epochs, with fixed momentum 0.9 and learning rate of
0.01 multiplied by 0.1 at epochs 200, 250 and 300. The kernel parameters are
initialized according to the Xavier uniform initialization [9].
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Wide Residual Network. WRN is a residual network [15] with more units per
layer than the original ResNet, that achieves better performance with a smaller
number of layers. In our experiments we use the WRN-28-10 version, with 28
layers and about 36.5 M parameters. The details of the architecture are the
following:

16C3(1)-4x 160R-4x320R-4x 640R-BN-ReLU-Avg.(8)-FC-Softmax

where KR is a residual block with residual function BN—-ReLU-KC3(1)-BN-
ReLU-KC3(1). BN is batch normalization, Avg.(8) is spatial average pooling
of size 8 and FC is a fully connected layer. The stride of the first convolution
within the residual blocks is 1 except in the first block of the series of 4, where
it is 2 to subsample the feature maps. As before, we try to replicate the training
parameters of the original paper: we use SGD with batch size of 128, during 200
epochs, with fixed Nesterov momentum 0.9 and learning rate of 0.1 multiplied
by 0.2 at epochs 60, 120 and 160. The kernel parameters are initialized according
to the He normal initialization [14].

2.2 Data

We train the above described networks on both CIFAR-10 and CIFAR-100 [20].
CIFAR-10 contains images of 10 different classes and CIFAR-100 of 100 classes.
Both data sets consist of 60,000 32 x 32 color images split into 50,000 for train-
ing and 10,000 for testing. In all our experiments, the input images are fed into
the network with pixel values in the range [0, 1] and floating precision of 32 bits.
Every network architecture is trained with three data augmentation schemes: no
augmentation, light and heavier augmentation. The light scheme only performs
horizontal flips and horizontal and vertical translations of 10% of the image size,
while the heavier scheme performs a larger range of affine transformations, as
well as contrast and brightness adjustment. We use identical schemes as in [16],
where more details are given in an appendix. It is important to note though, that
the light scheme is adopted from previous works such as [10,28], while the heav-
ier scheme was first defined in [16], without aiming at designing a particularly
successful scheme, but rather a scheme with a large range of transformations.

2.3 Training and Testing

We train every model with the original explicit regularization, that is weight
decay and dropout, as well as with no explicit regularization. Besides, we test
both models with the three data augmentation schemes: light, heavier and no
augmentation. The test accuracy we report results from averaging the softmax
posteriors over 10 random [light augmentations.

All the experiments are performed on the neural networks API Keras [5] on
top of TensorFlow [1] and on a single GPU NVIDIA GeForce GTX 1080 Ti.
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3 Results

In this section we present and analyze the performance of the networks trained
with different data augmentation schemes and with the regularizers on and off.
We are interested in comparing data augmentation and explicit regularization
regarding two different aspects: the performance when the training data set is
reduced to 50% and 10% of the available examples and the performance when
the architecture is shallower and deeper than the original. The presentation
of the results in Figs.1 and 2 aims at enabling an easy comparison between
the performance of a given network on a particular data set, when it has been
trained with weight decay and dropout and when it has no explicit regularization
(red and purple bars, respectively). The figures also allow a comparison of the
performance between the different levels of regularization (color saturation).

3.1 Reduced Training Sets

The performance of All-CNN and WRN trained with only 50 and 10% of the
available data is presented in Fig.1. From a quick look at the accuracy bars it
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59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 8 8 84 8 8 87 8 8 90 91 92

CIFAR-10

WRN
50%

All-CNN
10%

WRN
10%

none light heavier
NoReg. i N BN
WD+Dropout il N NN

19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 30 40 41 42 43 44 45 46 47 48 49 S0 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70

CIFAR-100

|

Fig. 1. Test performance of the models trained with weight decay and dropout (red)
and the models trained without explicit regularization (purple) when the amount of
available training data is reduced. In general, the latter outperform the regularized
counterparts and the differences become larger as the amount of training data decreases.
(Color figure online)



100 A. Herndndez-Garcia and P. Konig

already becomes clear that the models trained without any explicit regularization
(purple bars) outperform the models trained with weight decay and dropout
(red bars). This is true for almost all the models trained with heavier data
augmentation (darkest bars). Only in the case of WRN trained with 50% of
CIFAR-10, the accuracy of the regularized model is marginally better (<0.001).
Otherwise, it seems that turning off the explicit regularizers not only does not
degrade the performance, but it helps achieve even better generalization.

The differences become even greater as the amount of training examples
gets smaller, in view of the results of training with only 10% of the data. In
these cases, the non-regularized models clearly outperform their counterparts.
We hypothesize that this may occur because the value of the hyperparameters of
weight decay and dropout, which were tuned to achieve state-of-the-art results
with 100% of the data in the original publications, are not suitable anymore
when the training data changes. It may be possible to improve the performance
of the regularized models by adapting the value of the hyperparameters, but
that would require a considerable amount of time and effort. On the contrary, it
seems that the same data augmentation scheme helps generalize even when the
training data set gets smaller.

The great implicit regularization effect of data augmentation becomes evident
by looking at the large performance gap between the light scheme and no data
augmentation. It seems that just a small set of simple transformations help
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Fig. 2. Test performance of the models trained with weight decay and dropout (red)
and the models trained without explicit regularization (purple) on shallower and larger
versions of AIl-CNN. In all the models trained with weight decay and dropout, the
change of architecture results in a dramatic drop in the performance, compared to the
models with no explicit regularization. (Color figure online)
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the networks reduce the generalization gap by a large margin. In all cases the
regularization effect is much larger than the one of weight decay and dropout.

3.2 Shallower and Deeper Architectures

Figure 2 shows the accuracy of All-CNN when we increase or reduce the depth
of the architecture. If no explicit regularization is included (purple bars), we
observe that the deeper architecture improves the results of the original network
on both data sets, while the shallower architecture suffers a slight drop in the
performance. In the case of the models with weight decay and dropout (red bars),
not only is the performance much worse than their non-regularized counterparts,
but even the deeper architectures suffer a dramatic performance drop. This seems
to be another sign that the value of hyperparameters of weight decay and dropout
largely depend on the architecture and any modification requires the fine-tuning
of the regularization parameters. That is not the case of data augmentation,
which again seems to easily adapt to the new architectures because its potential
depends mostly on the type of training data.

4 Discussion and Conclusion

This work has extended the insights from [16] about the futility of using weight
decay and dropout for training convolutional neural networks for image object
recognition, provided enough data augmentation is applied. In particular, we
have focused on further exploring the advantages of data augmentation over
explicit regularization, in terms of its adaptability to changes in the network
architecture and the size of the training set.

Our results show that explicit regularizers, such as weight decay and dropout,
cause significant drops in performance when the size of the training set or the
architecture changes. We believe that this is due to the fact that their hyper-
parameters are highly fine-tuned to some particular settings and are extremely
sensitive to variations of the initial conditions. On the contrary, data augmenta-
tion adapts more naturally to the new conditions because its hyperparameters,
that is the type of transformations, depend on the type of training data and
not on the architecture or the amount of available data. For example, a model
without neither weight nor dropout slightly improves its performance when more
layers are added and therefore the capacity is increased. However, with explicit
regularization, the performance even decreases.

These findings contrast with the standard practice in the convolutional net-
works literature, where the use of weight decay and dropout is almost ubiquitous
and believed to be necessary for enabling generalization. Furthermore, data aug-
mentation is sometimes regarded as a hack that should be avoided in order to
test the potential of a newly proposed architecture. We believe instead that these
roles should be switched, because in addition to the results presented here, data
augmentation has a number of other advantages: it increases the robustness of
the models against input variability without reducing the effective capacity and
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may also enable learning more biologically plausible features [17]. We encour-
age future work to shed more light on the benefits of data augmentation and
the handicaps of ubiquitously using explicit regularization, specially on research
projects, by testing new architectures and data sets.
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Abstract. Drug-target interactions (DTIs) are a critical step in the technology
of new drugs discovery and drug repositioning. Various computational algo-
rithms have been developed to discover new DTIs, whereas the prediction
accuracy is not very satisfactory. Most existing computational methods are
based on homogeneous networks or on integrating multiple data sources,
without considering the feature associations between gene and drug data. In this
paper, we proposed a deep-learning-based hybrid model, DTI-RCNN, which
integrates long short term memory (LSTM) networks with convolutional neural
network (CNN) to further improve DTIs prediction accuracy using the drug data
and gene data. First, we extracted potential semantic information between gene
data and drug data via a LSTM network. We then constructed a CNN to extract
the loci knowledge in the LSTM outputs. Finally, a fully connected network was
used for prediction. The results comparison shows that the proposed model
exhibits better performance. More importantly, DTI-RCNN is stable and effi-
cient in predicting novel DTIs. Therefore, it should help select candidate DTIs,
and further promote the development of drug repositioning.

Keywords: DTIs - Hybrid model - LSTM - CNN - Drug repositioning

1 Introduction

In the technology of new drugs discovery and drug repositioning, a critical step is the
prediction of drug-target interactions (DTIs). Although the technology of biological
experiments has made great progress, the discovery of new DTIs is still a challenging
work [1]. The currently known DTIs account for a very small proportion of the total
DTI data [2], so finding an efficient method of screening effective new DTIs from a
large number of drug-target data is a very meaningful task.

The first two authors should be regarded as Joint First Authors.

© Springer Nature Switzerland AG 2018
V. Kirkova et al. (Eds.): ICANN 2018, LNCS 11139, pp. 104-114, 2018.
https://doi.org/10.1007/978-3-030-01418-6_11


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01418-6_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01418-6_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01418-6_11&amp;domain=pdf
https://doi.org/10.1007/978-3-030-01418-6_11

DTI-RCNN: New Efficient Hybrid Neural Network Model 105

In the past decade, machine learning methods have been adopted to the discovery
of DTTs. The importance of structured knowledge and collective classification for drug-
target prediction was discussed by Fakhraei et al. [3]. Bleakley and Yamanishi used a
support vector machine framework to predict DTIs based on a bipartite local model
(BLM) [4]. Mei et al. further improved this framework by introducing a neighbor-based
interaction-profile inferring (NII) procedure into BLM (called BLMNII), which can
extract DTI features from neighbors and predict interactions for new drug or target
candidates [5]. Laarhoven et al. proposed a Gaussian interaction profile (GIP) kernel to
represent the interactions between drugs and targets, and they combined RLS with the
GIP kernel for DTI prediction problems [6, 7]. Wang and Zeng proposed a method
based on the RBM model that could be used to predict multi-type associations and has
shown its powerful performance in multi-type DTI prediction [8]. These prediction
methods mainly focus on exploiting information from homogeneous networks and
have performed well in some datasets. Recently, a number of computational strategies
based on deep learning have also been introduced to address the problem. For example,
Wen et al. extended the RBM to deep learning by creating a DBN called DeepDTIs,
that can predict interactions from different data sources including chemical structures
and protein sequence features [8, 9]. Unterthiner et al. combined multi-task learning
with deep networks, which was applied to good effect on the ChEMBL database [10,
11]. These methods use a variety of data sources, but the associations between drug and
gene data were less considered. Xie et al. developed a deep neural network to predict
new DTIs based on the L1000 database [12] and obtained good performance [13].
However, Xie’s model only combined drug with gene data simply, and did not consider
the connection between these two features.

In this study, we proposed a deep-learning-based hybrid model, named DTI-
RCNN, that integrates a long short term memory (LSTM) networks with a convolu-
tional neural network (CNN) to further improve DTIs prediction accuracy using drug
and gene data. The main novelty lies in that we introduce the LSTM network to obtain
the relationship between the drug and gene data. Then, the features of the LSTM
network output are input into the CNN to extract the knowledge between different loci.
With this hybrid architecture, DTI-RCNN has excellent prediction performance. Fur-
thermore, it can provide a practical tool for predicting unknown DTIs from the L1000
database, providing new insights for drug discovery or repositioning and understanding
of drug action mechanisms.

2 Methods

2.1 Data Source

The Library of Integrated Network-based Cellular Signatures (LINCS) project is a
Common Fund program administrated by the U.S. National Institutes of Health (NIH).
The funds for this project enabled the generation of approximately one million gene
expression profiles using the L1000 technology [14]. It reduces the number of gene
expressions that need to be measured from more than 20,000 to 978. We can obtain a
unified and extensive source of transcriptome data from this database. For the work
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described in this paper, we collected drug perturbation and gene knockout perturbation
data from the following seven cell lines: A375, A549, HA1E, HCC515, HEPG2, PC3,
VCAP.

The DrugBank database is a comprehensive drug data source, that records chem-
ical, pharmacological, and pharmaceutical feature [15]. In order to obtain the complete
DTI data, the PubChem ID was used as a drug identifier.

2.2 Construction of Positive and Negative Samples

In this study, we modeled the DTI prediction problem as a binary classification task and
applied DTI-RCNN to it. From the L1000 and DrugBank databases we were able to
obtain drug perturbation, gene knockout trails, and DTI pairs for the above listed seven
cell lines. Some of gene knockout trails are target proteins while others are not. We
treat each drug target reaction pair as a positive sample while considering the com-
bination of drug data and non-target protein gene data as a negative sample. In order to
avoid the fact that too many negative samples lead the final training model to be more
inclined to predict the sample as negative, we extracted negative samples uniformly to
keep the ratio of the positive to the negative samples as 1:2.

As mentioned above, the dimension of the gene expression profile obtained by the
L1000 biotechnology is 978, and a sample includes both drug perturbation and gene
knockout trail. However, unlike other methods, we do not directly concatenate drug
data with gene knockout trail into one vector. Instead, we place gene disturbance data
and drug data in order to form a 2 x 978 matrix, so that the LSTM network can fully
learn the semantic correlation information between the gene knockout trail and drug
data. The feature matrix for each input sample is denoted as follows:

X = gllaglza7g1]77g:l (1)
dl.l, diz,..., d,...d

where x; denotes the i™ sample, gl’ and dij represent the j™ drug feature and the /™ gene
feature of the i™ sample respectively, and n is the dimension of the drug and gene
features.

2.3 Hybrid Model Construction

In this paper, we developed a hybrid model DTI-RCNN, integrating a LSTM network
and a CNN to solve the DTIs prediction problem. Figure 1 shows the architecture of
our DTI-RCNN, which is a two-part network structure. The first part is a simplified
version of the LSTM network, and the second part is a CNN.

When the positive and negative samples were generated, the input feature of each
sample collected was a gene-drug pair, which is a 2 x 978 matrix. To deal with the
semantic relationship between genes and drug characteristics, the recurrent units in the
recurrent neural network (RNN) were replaced by the LSTM network, allowing the
gene and drug information to fully fuse. In the LSTM network, the hidden layer
contains multiple memory cells. Since the units of hidden layer also play a role in
encoding features, the number of units (N) is generally smaller than the dimensions of
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the input features. A gene-drug pair is input into the LSTM network as a short sequence
of two, so gene feature is processed first, followed by drug feature. It should be noted
that when gene and drug features enter the LSTM network, they will be multiplied by
the same set of parameter matrices, that is, their parameters are shared. The output of
the gene feature after the LSTM process will be input into the network together with the
drug feature. It is because of this operation that we can analyze the semantic infor-
mation between gene and drug features. Finally, each of the gene and the drug features
will output one vector after the LSTM process. We then combine the two vectors
together to form a 2 x N matrix and use it as input to the CNN.

LST™M

Semantic Information

Gene-Drug pair —> Integrated Features Convolution layer

0.35 0.26 "< Pooling layer
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Fig. 1. DTI-RCNN architecture.

2.4 Learning Semantic Information via a LSTM Network

Recurrent neural networks (RNNs) are a variant of neural networks in which units are
connected along a sequence [16]. RNNs were proposed to process sequence infor-
mation. The specific manifestation is that the network will memorize the previous
information and apply it to the calculation of the current output, that is, the units
between the hidden layers are connected, and the input of the hidden layer includes
both the output of the input layer and the output of hidden layers at the last moment.
Considering the characteristics of RNNs, we used a RNN to learn the relationship
between drug and gene data.

In standard RNNs, the recurrent hidden module has only a very simple structure
that is a non-linear activation function. Given a sequential sample x; = (g;, d;), RNNs
will update its hidden state s; by

s1=f(Ug:)
{Sg :f(Ud,"FgWSl) (2)
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where U is the hidden layer parameter matrix of the current input feature, and W is the
parameter matrix of the hidden-layer output s; in the last time step, and f(-) is generally
a non-linear activation function, such as tanh or a ReLU function.

However, from the Eq. (2) we can see that the fusion of gene and drug data is only
achieved through simple dot multiplication and addition operation that are similar to
the calculation after a simple splicing operation, and cannot learn the correlation
between the drug and the data thoroughly. A LSTM network, first proposed in Ref.
[17], can fully integrate the prior information and the current input data in the hidden-
layer module because of its special hidden-layer structure. Unlike a single neural
network layer, a LSTM network’s hidden-layer has four network layers that interact in
a very special way. Simultaneously, it introduces a new hidden layer state named cell
state c¢;. The LSTM network updates information to the cell state to realize the fusion of
information at different times. The operations are summarized in [17], and are

fr= o (W51, d] + by) G)
i =0c(W;.[s1, d] + b;)

{ &a 2: tanh(W,. . Esl, d;| + b.) @

o=/ % c1+iy * G (3)
p2=0c(W,.[s1, d] + by)

{ ’ Sy =po x ianh(cz) ©

where () denotes a sigmoid function with an output between 0 and 1, b is a bias term,
d; is the drug feature of the i sample, s; is the state of the hidden layer at the last
moment whose only input is only gene feature g;, and W is the parameter matrix of s;
and d;.

In the LSTM network calculation process, all parameter matrices are shared
regardless of whether the input are gene features or drug features.

2.5 Extracting Loci Information Through a CNN

A CNN is a deep network structure that has been widely used in the fields of computer
vision, speech recognition, text processing and other artificial intelligence processes. In
recent years, it has also been used in drug-drug interactions prediction tasks [18]. The
purpose of using a CNN is to fuse the same locus features.

For the context feature generated by a LSTM network, we designed a convolutional
layer and a pooling layer according to the dimension of the matrix. In the convolutional
layer, we designed multiple convolution kernels as encoders to fully extract the infor-
mation of the features in multiple perspectives. The convolution process plays a role in
re-encoding that can reduce the error caused by the redundant information and can
enhance the effect of effective information. As mentioned above, the context feature
output after passing through the LSTM network is a 2 x N matrix. Based on this, we
design the convolution kernel of size 2 x L as the encoders, with a value of L greater
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than 2 and less than N. In the end, each convolution kernel is assigned a set of
(N — L+ 1) x 1vectors. The value of each cell y in the vector is calculated as follows:

Yk = Z; ijl LijSkvi-t1y (7)

where 1 <k <N — L+ 1. In this paper, we set up M different convolution kernels, and
then the result of the convolution is a matrix of (N — L+1) x M.

The convolutional layer generally is followed by the pooling operation. CNNs in
computer vision generally use a max-pooling layer to guarantee the translation
invariance of the image. Instead, we use mean-pooling operation to fuse features
extracted from the convolutional layer in the pooling layer.

2.6 Assessment of the Model Performance

For binary classification tasks, the indicators used to evaluate the performance of the
model mainly include AUC and Precision, which are also adopted in this paper.
AUC is the area under the receiver operating characteristic (ROC) curve. It can well
measure the overall performance of the model. The higher the AUC value, the better
the classification performance of the model.
Unlike AUC, Precision focuses on valuation of the accuracy of prediction models
for positive samples.

3 Results

We sampled the positive and negative samples from the seven cell lines uniformly at a
ratio of 1:2, and placed them in the model for training and testing. The performance of
the model under different parameters was mainly discussed, and the best model
parameters were obtained in each experiment according to the tenfold cross-validation
method. Finally, the model with the best performance after training was used for DTIs
prediction.

3.1 The Impact of Hyper Parameters on Model Performance

Here, we discuss the effects of several hyper-parameters on the performance of the
model. In order to find high-performance model parameters, we designed multiple sets
of different experiments for each parameter to verify the prediction results. For all
experimental results reported in Figs. 2 and 3 we used the same network structure
summarized in Table 1 except for the number of neurons in the LSTM hidden layer and
the size of the convolution kernel.

The LSTM hidden layer can extract association information associated between
gene and drug data. In addition, it can encode gene and drug features. Considering that
the features of the gene and drug put into the model are represented as a vector of
length 978, and the number of units in the hidden layer is generally smaller than the
number of input features, we designed seven different numbers of LSTM hidden-layer
units, fully considering the effect of the LSTM hidden-layer units in different quantities
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Table 1. Parameter settings for hybrid model

Parameters Range

LSTM neurons [100, 200, 300, 400, 500, 600, 700]
Number of LSTM layers 2

Convolution kernel size [5, 10, 15, 20, 25, 30, 35]

Number of convolution kernel | 300

Fully connected neurons 10

Epoch 80

Batch size 64

Optimizer Adam

Learning rate 0.001

on model performance. In this group of experiments, we set the size of the convolution
kernel to 30. The experimental results are shown in Fig. 2.

As show in Fig. 2, when the number of LSTM hidden-layer units is equal to 400,
DTI-RCNN can achieve the best classification performance in most cell lines. For most
cell lines, the model’s classification performance was enhanced with increasing number
of neurons, but when the number exceeds a certain threshold, the classification per-
formance gradually degrades. We speculate this is because when the number of neu-
rons increases, the model can better learn the correlation information between gene and
drug features. However, when the number of neurons is too large, the LSTM model
cannot extract the high dimensional features of gene and drug data, and too much
redundant information blurs the association between them. When the number of neu-
rons is equal to 100, DTI-RCNN in some cell lines can also learn higher dimensional
correlation information and feature representations.

AUC . Precision

095 =g = A375 —@— A549 —@— HAIE = # = A375 —@— A549 —@— HAIE
= #& = HCC515 —@— HEPG2 -—@— PC3 = %« = HCC515 —@— HEPG2 -—@— PC3
= #& = VCAP _ = & = VCAP

100 200 300 400 500 600 700 100 200 300 400 500 600 700

Fig. 2. Impact of the number of LSTM hidden-layer units. The abscissa is the number of LSTM
hidden-layer units. The number of LSTM hidden-layer units is set in the range [100, 200, 300,
400, 500, 600, 700].

Since different sizes of convolution kernels can learn different feature representa-
tions, we tested the model performance of multiple 2 X k convolution kernels. Con-
sidering that the feature dimension of the LSTM network output is above 100, we set
the initial value of & to be relatively large, i.e., equal to 5. Meanwhile, in order to obtain



DTI-RCNN: New Efficient Hybrid Neural Network Model 111

more suitable parameters, we gradually increase the size of the convolution kernel, and
carried out experiments for k in the range [5, 35]. The number of LSTM hidden-layer
units is 400 in these experiments. The effect of different £ values on model performance
is shown in Fig. 3. We can see that different convolution kernels influence the model
performance. When the k value is equal to 30, DTI-RCNN achieves the best classifi-
cation results in the four cell lines (A375, A549, HEPG2, and PC3).

For cell lines HA1E and VCAP, the model achieved the maximum AUC and
Precision when £ is equal to 25, and the best classification is obtained when & is equal
to 20 for cell line HCC515.

AUC Precision

= o = A375 —@— A549 —@— HAIE
= & = HCC515 —e@— HEPG2 -—@— PC3 = d = HCCH15 —@— HEPG2 —8— PC3
= # = VCAP = = VCAP

= = A375 —@— AG49 —8— HAIE
5 10 15 20 25 30 35 5 10 15 20 25 30 35

Fig. 3. Impact of the convolution kernel size. The abscissa is the size of the convolution kernel,
which is set in the range [5, 10, 15, 20, 25, 30, 35].

It can be seen that the hybrid model classification ability is enhanced with
increasing k value, but after k exceeds a certain threshold, the performance of the model
starts to degrade. In general, when the & value is between 20 and 30, the convolutional
network can well learn both the global and the local features of the LSTM output
features. When the k value is less than this range, the amount of feature information
extracted by the convolutional network is insufficient; when it is larger than this range,
the convolutional network will focus on learning the high-dimensional global infor-
mation; while ignoring the information of the same locus between the gene and the
drug data. This leads to a decrease in the classification performance of the model.

3.2 Comparison with Other Models

Based on the above experimental results, we have found a set of parameters that exhibit
relatively good classification performance. These parameters are listed in Table 1. And
according to Figs. 2 and 3, we set the number of LSTM hidden layer units of the hybrid
model to 400 and the convolution kernel size to 30.

In addition, we compared DTI-RCNN with other deep learning methods, including
DNN and RNN. The prediction results of the three methods are shown in Table 2.

From Table 2, the AUC and Precision indicators of the simple RNN model for the
seven cell lines are better than those of the DNN, indicating that the RNN can well
learn the potential relationship between gene and drug data. The classification per-
formance of DTI-RCNN is better than that of RNN, indicating that the CNN can indeed
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Table 2. Comparison of prediction results of three deep learning algorithms (the results of the

X. Zheng et al.

algorithm proposed in this paper are rendered in bold type).

Cell lines DNN RNN DTI-RCNN
A375 AUC 0.8892 £ 0.015 [0.9329 £ 0.0165 | 0.9429 £ 0.0076
Precision | 0.8036 & 0.0164 | 0.8775 4 0.0066 | 0.9377 + 0.0145
A549 AUC 0.891 £ 0.01 0.9202 £ 0.0134 | 0.9371 £ 0.0176
Precision | 0.8339 £ 0.0166 | 0.9168 £ 0.0068 | 0.9261 + 0.0098
HAIE |AUC 0.8817 £ 0.0203 | 0.9116 £ 0.0181 | 0.9358 £ 0.0149
Precision | 0.8714 4 0.0105 | 0.9042 4 0.007 |0.936 £ 0.0095
HCC515 | AUC 0.8812 £ 0.0101 | 0.9433 £ 0.0138 | 0.9613 £ 0.0163
Precision | 0.8093 % 0.0179 | 0.9325 4 0.0192 | 0.9515 + 0.0128
HEPG2 | AUC 0.8699 £ 0.0185|0.9091 £ 0.0185 |0.9249 £ 0.0198
Precision | 0.8405 4 0.0106 | 0.9065 & 0.0026 | 0.9118 + 0.0076
PC3 AUC 0.9097 £ 0.0112 {0.9326 £ 0.0175 | 0.968 £ 0.0117
Precision | 0.846 4+ 0.0127 |0.9248 & 0.0135 | 0.9522 + 0.017
VCAP |AUC 0.9061 £ 0.0061 | 0.9328 £ 0.0138 | 0.9537 £ 0.0047
Precision | 0.8977 4 0.0119 | 0.9055 4 0.0184 | 0.9163 + 0.0078
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Fig. 4. Overlap between DTIs predicted by hybrid model and DTIs recorded by CTD database.

learn the locus information between gene and drug features. The results show that the
proposed DTI-RCNN is superior to other deep learning models.

3.3 Prediction of Novel DTIs

We used DTI-RCNN to predict novel DTIs. Using the predicted DTIs in the PC3 cell
lines as example, we examined the novel DTIs using the CTD database, which is a
comprehensive database including chemical-gene interactions [19]. We ranked all
novel DTIs by predicted score and computed overlapping pairs between the novel DTI
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predicted by DTI-RCNN and the interactions from the CTD database. Next, we
counted the number of overlapping pairs in the sliding bins of 1,000 consecutive
interactions (Fig. 4). In addition, we used the hypergeometric test to investigate the
statistical significance of the overlap between predicted DTIs and those (P Value =
1.75 x 1071%). The result indicates that DTI-RCNN could indeed discover a certain
part of novel DTIs validated by known experiments.

4 Conclusions

In this work, we proposed a DTIs prediction framework, designated DTI-RCNN, which
is based on the RNN-CNN hybrid model, and used the drug perturbation transcriptome
data and gene knockout trails in the L1000 database to train the model. DTI-RCNN can
learn the associated semantic information between gene and drug data effectively, and
can make full use of its locus feature to predict the data. The results show that the
proposed model’s classification performance is superior to that of other deep learning
methods and has the ability to discovery more reliable DTIs. The data from multiple
cell lines demonstrate the superiority and robustness of DTI-RCNN. This also suggests
that our hybrid model can effectively integrate gene and drug transcriptome data and
effectively shorten the DTIs prediction process within the drug discovery process.

Acknowledgements. This work was supported by the Science and Technology Guiding Project
of Fujian Province, China (2016H0035).

References

1. Whitebread, S., Hamon, J., Bojanic, D., et al.: Keynote review: in vitro safety pharmacology
profiling: an essential tool for successful drug development. Drug Discov. Today 10(21),
1421-1433 (2005)

2. Dobson, C.M.: Chemical space and biology. Nature 432(7019), 824-828 (2005)

3. Fakhraei, S., Huang, B., Raschid, L., et al.: Network-based drug-target interaction prediction
with probabilistic soft logic. IEEE/ACM Trans. Comput. Biol. Bioinform. 11(5), 775-787
(2014)

4. Bleakley, K., Yamanishi, Y.: Supervised prediction of drug-target interactions using bipartite
local models. Bioinformatics 25(18), 2397-2403 (2009)

5. Mei, J.P., Kwoh, C.K., Yang, P., et al.: Drug-target interaction prediction by learning from
local information and neighbors. Bioinformatics 29(2), 238-245 (2013)

6. Van Laarhoven, T., Nabuurs, S.B., Marchiori, E.: Gaussian Interaction Profile Kernels for
Predicting Drug-Target Interaction. Oxford University Press, Oxford (2011)

7. Laarhoven, T.V., Marchiori, E.: Predicting drug-target interactions for new drug compounds
using a weighted nearest neighbor profile. PLoS ONE 8(6), e66952 (2013)

8. Wang, Y., Zeng, J.: Predicting drug-target interactions using restricted Boltzmann machines.
Bioinformatics 29(13), 126-134 (2013)

9. Wen, M., Zhang, Z., Niu, S., et al.: Deep-learning-based drug-target interaction prediction.
J. Proteome Res. 16(4), 1401 (2017)



114

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

X. Zheng et al.

Unterthiner, T., Mayr, A., Klambauer, G., et al.: Deep learning for drug target prediction. In:
Conference Neural Information Processing Systems Foundation, NIPS 2014, Workshop on
Representation and Learning Methods for Complex Outputs (2014)

Gaulton, A., Bellis, L.J., Bento, A.P., et al.: ChEMBL.: a large-scale bioactivity database for
drug discovery. Nucleic Acids Res. 40(Database issue), 1100-1107 (2012)

Duan, Q., Flynn, C., Niepel, M., et al.: LINCS Canvas Browser: interactive web app to
query, browse and interrogate LINCS L1000 gene expression signatures. Nucleic Acids Res.
42(Web Server issue), W449 (2014)

Xie, L., Zhang, Z., He, S., et al.: Drug—Target interaction prediction with a deep-learning-
based model. In: IEEE International Conference on Bioinformatics and Biomedicine,
pp. 469-476. IEEE Computer Society (2017)

Peck, D., Crawford, E.D., Ross, K.N., et al.: A method for high-throughput gene expression
signature analysis. Genome Biol. 7(7), R61 (2006)

Law, V., Knox, C., Djoumbou, Y., et al.: DrugBank 4.0: shedding new light on drug
metabolism. Nucleic Acids Res. 42(Database issue), 1091-1097 (2014)

Medsker, L.R., Jain, L.C.: Recurrent Neural Networks. Design and Applications, vol. 5.
CRC Press, Boca Raton (2001)

Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8), 1735-1780
(1997)

Liu, S., Tang, B., Chen, Q., et al.: Drug-drug interaction extraction via convolutional neural
networks. Comput. Math. Methods Med. 2016, Article no. 6918381 (2016)

Davis, A.P., King, B.L., Mockus, S., et al.: the comparative toxicogenomics database: update
2011. Nucleic Acids Res. 41(Database issue), D1104-D1114 (2011)



q

Check for
updates

Hierarchical Convolution Neural Network
for Emotion Cause Detection on Microblogs

Ying Chen™, Wenjun Hou, and Xiyao Cheng

College of Information and Electrical Engineering,
China Agricultural University, Beijing 100083, China
{chenying, houwenjun, chengxiyao}@cau. edu. cn

Abstract. Emotion cause detection which recognizes the cause of an emotion
in microblogs is a challenging research issue in Natural Language Processing
field. In this paper, we propose a hierarchical Convolution Neural Network
(Hier-CNN) for emotion cause detection. Our Hier-CNN model deals with the
feature sparse problem through a clause-level encoder, and handles the less
event-based information problem by a subtweet-level encoder. In the clause-
level encoder, the representation of a word is augmented with its context. In the
subtweet-level encoder, the event-based features are extracted in term of
microblogs. Experimental results show that our model outperforms several
strong baselines and achieves the state-of-the-art performance.

Keywords: Hierarchical model - Convolution Neural Network
Emotion cause detection

1 Introduction

Emotions are one of the most fundamental feelings of human experiences, thus emotion
analysis has great value in a wide range of real-life applications. In the research
community of Natural Language Processing (NLP), there are mainly two kinds of
emotion analyses: emotion classification and emotion cause detection. The former
focuses on the category of an emotion and the latter works on the cause of an emotion.
In this paper, we work on the emotion cause detection task of Cheng et al. (2017).

A microblog focuses on an event, and a clause in a microblog often contains only
some information about the event, so the extraction of event-based features for a clause
needs to access the focused event in the microblog. In this paper, we propose a
hierarchical approach which contains two steps (clause-level and subtweet-level) to
extract event-based features. Given a Chinese microblog, a clause-level encoder
combines several neural networks to extract local features in each clause. Then, a
subtweet-level encoder treats those local features as a sequence and then extracts
sequence features for each clause through Convolution Neural Networks (CNNs; Kim
2014). Moreover, because of the feature sparse problem in our small-scaled experi-
mental data, our clause-level encoder extracts two kinds of local features to comple-
ment each other: salient features from CNN and weighted features from attention
network.
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The contributions of this paper are summarized as follows:

e We propose a hierarchical model to extract event-based features, which uses a
clause-level encoder to extract rich local features in a clause and then use a
subtweet-level encoder to extract sequence features of the whole microblog.

e We propose a context-aware attention encoder to address the feature sparse prob-
lem, which uses context-based representations of words to learn word weights.

2 Related Work

Due to the increasing attention to emotion cause detection recently, there are a few
emotion cause corpora available. Most of them are manually annotated, either for
formal texts (Lee et al. 2010; Gui et al. 2016; Xu et al. 2017) or for informal texts (Gui
et al. 2014; Gao et al. 2015; Cheng et al. 2017). Based on these emotion cause corpora,
intensive studies have explored the extraction of effective features for two kinds of
emotion causes: explicit causes which are expressed with explicit connectives (e.g. “to
cause”, “for”), and implicit causes which are inferred from the given texts. In the
former case, different linguistic rules are proposed to extract linguistic expression
patterns using the context of the current clause (Chen ez al. 2010; Xu et al. 2017; Ghazi
et al. 2015). In the latter case, different event-based features which reflect the causal
relation are examined, such as the convolutional deep memory network (ConvMS-
Memnet; Gui et al. 2017), Long Short-Term Memory Network (LSTM; Cheng et al.
2017) and so on. Because implicit emotion causes play a dominant role in Chinese
microblogs (Cheng et al. 2017), we focus on event-based feature extraction for implicit
emotion cause detection in this paper.

3 Our Approach

3.1 Task Definition

In this paper, we use the emotion cause corpus provided by Cheng et al. (2017) as our
experimental data, in which emotion causes in Chinese microblogs are manually
labeled (namely Cheng emotion cause corpus). Moreover, to better explain our work,
we adopt twitter’s terminology used in Cheng et al. (2017).

In Cheng emotion cause corpus, a tweet can be considered as a sequence of
subtweets ordered by their published time. E.g. in Fig. 1, there are five subtweets
sequentially published by five users (I'm Jay, Desdis Yun, I'm eggette, Little Koala,
and the owner of the tweet) in the example. Furthermore, given an emotion keyword in
a subtweet, Cheng et al. (2017) found that the corresponding emotion causes usually
locate either in the current subtweet or in the original subtweet. Therefore, there are two
emotion cause detection tasks: current-subtweet-based emotion cause detection and
original-subtweet-based emotion cause detection. The experimental result of Cheng
et al. (2017) showed that the current-subtweet-based emotion cause detection task is
more challenging, and thus we focus on this emotion cause detection task in this paper.
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Chinese: MRHK... @/ RE: TH L% 7 I L~ Oing /@ AGEF: &
ll@Desdis#]: WIETHRI &7 LA

URih@B EJay: A ANERHE B A LRI ~~

English Translation: Oh yeah... /@Little Koala: Salary is increased, salary is in-
creased~~happying //@I’m eggette: <& //@Desdis Yun: It is awkward for me who was re-

signed just now//!/

[original subtweet] @I’m Jay: Nothing even exam fails can compare my message hahaha~~

Fig. 1. An example of a tweet.

In order to extract features from the perspective of the whole subtweet, an instance
is a pair of (X, Y), where the input X consists of an emotion keyword (EmoKW) and a
sequence of clauses in a subtweet, and the output Y is a sequence of binary labels which
indicates the causal relation between a clause and the emotion keyword. E.g. in Fig. 1,
there are two clauses in the current subtweet for “awkward” (the emotion keyword): “It
is”, and “for me who was resigned just now”. The corresponding labels for the two
clauses are ‘0’ and ‘1’. Furthermore, in order to provide complemental information to a
clause, each clause in the input X is attached with a context (i.e. the text between
EmoKW and the current clause). Finally, the input text of an instance includes an

EmoKW, a sequence of clauses (ClauseSeq) and a sequence of contexts (ContextSeq).

3.2 Overview

Our emotion cause detection approach is based on a neural network which mainly
includes two components: an encoder which extracts a feature representation and a
decoder which assigns a label to each clause according to the representation. As shown
in Fig. 2, a hierarchical CNN encoder is applied to each input sequence (ClauseSeq or
ContextSeq) and generates a sequence of hierarchical features (Mpjer ciause OF
Rhier _context)- Then, the final representation of each clause is the concatenation of the
feature of EmoKW (hgme.xw) and the two hierarchical features separately from
Phier _Clause AN Ppier _conrexe- In the classification decoder, a linear layer takes the final
representation as the input, and generates a label with softmax function.

To better explain the hierarchical CNN encoder in the following section, we assume
the input sequence is the sequence of clauses ClauseSeq = (Cy,..., Cy), where C; is the
i-th clause. As shown in Fig. 2, there are two-level sub-encoders in the hierarchical
CNN: a clause-level encoder which extracts local features (AjocaiContext OF Riocal_Clause)
for C; based on the words in the clause, and a subtweet-level encoder which extracts the
hierarchical feature (hpier_contexr OF Rhier_clause) for C; based on all local features in the
subtweet. Each sub-encoder is a combination of several encoder layers. Given an input
sequence X, an encoder layer yields a middle representation h through Eq. 1.

h = encoder(X) (1)
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Fig. 2. Overview of our hierarchical emotion cause detection model.
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Fig. 3. Tllustration of our hierarchical CNN encoder with the clause-level encoder and subtweet-
level encoder. G is the Gated Linear Unit.

3.3 The Clause-Level Encoder

As shown in Fig. 3, the clause-level encoder sequentially uses different kinds of
encoder layers to extract two local features for C; (i = 1...... 7). In order to alleviate the
feature sparse problem, CNN is used to extract abstractive features over the focused
clause. In the clause-level CNN, convolutional filters are used to extract high-level
features from the sequence of words in C; and then in order to further handle the
feature sparse problem, two ways are used to extract the two local features for C;: a
max-pooling layer with rectifier linear unit activation function (ReLU; Glorot et al.
2011) to obtain a local salient feature, and a context-aware attention network which
learns the weights of words to obtain a local weighted feature.

In the context-aware attention network, Gated Linear Unit (Dauphin et al. 2017) is
used to generate a representation of the context of each word and produce a context-
based representation for the word, and then an attention layer (Ma et al. 2017) is
applied to obtain a weighted feature for C;. In this attention layer, the weight of the j-th
wordw; (j=1...... N) in C; is obtained through Eq. 2, where h,, is the representation of
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word wj, hpmoxw is the representation of EmoKW, [;] is the concatenation between
matrices, W, and v, are the weight matrices. Secondly, the weights are normalized to
construct a probability distribution over the words (see Eq. 3). Lastly, the local
weighted feature of C; (i.e. h4,) is a weighted summation over the representations of all
words in C; (see Eq. 4).

e = Ugtanh(wa [hEmOKW; hwj]) (2)

_exp(e)
G =N
Zk:l exp(ex)

N
ha =) ajh (4)

3.4 The Subtweet-Level Encoder

Based on all local features in a subtweet, which are either local salient features or local
weighted features, the subtweet-level encoder uses two CNNs to extract a hierarchical
feature. Firstly, the local salient features (or the local weighted features) are ordered
into a sequence according to their corresponding clauses, and then subtweet-level
CNN; with ReLU is used to extract hierarchical salient features (or hierarchical
weighted features) over the sequence of local features. Secondly, a clause is represented
by a set of features: a local salient feature, a local weighted feature, a hierarchical
salient feature, and a hierarchical weighted feature. The sets of features are ordered into
a sequence according to their corresponding clauses, and then subtweet-level CNN,
with ReLU and max-pooling layer are used to extract the final features (/. ¢ in
Fig. 3).

4 Experiments

4.1 Experimental Setup

Datasets and Metrics. As mentioned in Sect. 3.1, Cheng emotion cause corpus is
used in our experiments, which contains ~ 4,300 instances and ~ 12,600 clauses. We
use S5-fold cross-validation to evaluate all the methods. Because a subtweet often
contains several emotion keywords, the instances containing one of the emotion key-
words have overlaps in their input texts. Therefore, when creating the folds, we ensure
instances from the same subtweet are not shared between the folds. This is important as
repeating subtweets in both the train and the test sets could potentially make a model
performs better than it actually does. Similar to previous work (Cheng et al. 2017; Gui
et al. 2017), only the precision, recall and Fl-score of label ‘1’ are reported as eval-
uation metrics.
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Model Settings and Training Details. The dimension of word vector in our model is
20; the kernel widths of the clause-level CNN and subtweet-level CNN; are 3, and the
kernel numbers are 128. The kernel widths of subtweet-level CNN, are 1 and 4, and the
kernel numbers are both 64. Dropout is set to 0.5 and is only applied to the final
representation. Adam optimizer (Kingma and Ba 2015) is used to optimize the
parameters, the learning rate is 0.001, the weight decay is 0.0001, and the batch size is
20. All the parameters are initialized with Xavier Initialization (Glorot and Bengio
2010).

Baselines. We compare our hierarchical CNN approach (Hier-CNN) with the fol-
lowing baselines which use different approaches to encode an instance, where CNN
and ConvMS-Memnet use the emotion keyword and the current clause as input, and
LSTM uses the same input as Cheng et al. (2017) (i.e. local text defined in Sect. 2).

e CNN: the CNN-based encoder is applied to obtain the representation of local text.

e LSTM: it is the emotion cause detection approach proposed by Cheng et al. (2017).

e ConvMS-Memnet: it is the state-of-the-art emotion cause detection approach pro-
posed by Gui et al. (2017).

4.2 Method Comparison

Table 1 shows the performances of different emotion cause detection approaches. From
Table 1, we observe that our hierarchical CNN approach (Hier-CNN) significantly
outperforms the three baselines and yields the highest performance. Compared with the
two state-of-the-art emotion cause detection approaches (LSTM and ConvMS-
Memnet), our hierarchical CNN encoder chooses a multi-channel structure to sepa-
rately use three sequences of input words in local text (the emotion keyword, the
current clause and the context), and uses a hierarchical CNN encoder to effectively
extract event-based features for the emotion cause detection on Chinese microblogs.

Table 1. The performances of different methods for the emotion cause detection.

Encoder Precision | Recall | F1

CNN 48.2 572 523
LSTM 51.5 63.4 | 56.7
Convs-Memnet 414 61.0 |49.2
MChanCNN 54.0 62.8 |58.0
MChanLSTM 52.9 64.7 |58.1
MChanLSTM-ATT 53.1 619 |57.1
MChan Convs-Memnet | 54.7 47.1 |50.5
Hier-CNN 52.9 68.8 |59.7
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4.3 Model Analysis

In this section, we make an in-depth analysis of our hierarchical CNN encoder in terms
of two lines: the multi-channel structure and the components of our hierarchical CNN
encoder.

Multi-channel. We integrate the multi-channel structure with one of the three baseline
encoder (CNN, LSTM and ConvMS-Memnet), and list their performances in Table 1
(MChanCNN, MChanLLSTM, and MChan ConvMS-Memnet). When the multi-channel
structure is applied to each baseline encoder, the performance is improved. E.g. the F1-
score is increased by 5.7% for CNN, 1.4% for LSTM, and 1.3% for ConvMS-Memnet.
This indicates that the multi-channel structure can effectively detect the causal relation
between an emotion and an event through separately using the information in the
current clause and the complemental information in the context. Moreover, the slight
improvement for LSTM and ConvMS-Memnet shows that these encoders suffer the
feature sparse problem in Chinese microblogs.

Table 2. The detailed performances of our hierarchical model.

Encoder | Precision | Recall | F1

Hier-CNN | 52.9 68.8 |59.7
R-HF 51.7 65.9 |57.3
R-LF 52.8 61.3 |56.5
R-WF 52.9 67.6 |59.1

Components. In Table 1, although LSTM significantly outperforms CNN (56.7% vs.
523% in Fl-score), the performance difference between MChanCNN and
MChanLSTM is rather small (58.0% vs. 58.1% in Fl1-score). CNN and LSTM have
different advantages in terms of feature extractions: CNN outperforms in capturing high-
level features and LSTM is advantageous for capturing sequence features. Moreover, we
observe that applying attention mechanism to MChanLSTM (MChanLSTM-ATT) does
not improve the performance (58.1% vs. 57.1% in F1-score).

Compared with MChanCNN and MChanLSTM, Hier-CNN achieves the best
performance (59.7% in Fl-score). This indicates that the hierarchical CNN encoder can
effectively integrate the clause-level information and subtweet-level information.
Moreover, in terms of attention mechanism, Hier-CNN significantly outperforms the
MChanLSTM-ATT (59.7% vs. 57.1 in Fl-score). This indicates that Hier-CNN can
better capture the key information of a clause.

In order to investigate the effect of local salient features (SF), local weighted
features (WF) and hierarchical features (HF), we build another three classifiers listed in
Table 2, where R-HF, R-FL and R-WF are the Hier-CNN whose HF, LF and WF are
removed respectively. As shown in Table 2, if LF is removed, the recall drops sig-
nificantly, which directly pulls down the overall performance. Moreover, if WF is
removed, the recall drops slightly. This indicates that combining LF and WF, the
feature sparse problem can be effectively alleviated. Furthermore, it can be observed
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that, after removing the HF, the overall performance degrades. This indicates that the
subtweet-level information of a clause can effectively augment event-based features
from local clauses, and thus improve the performances.

5 Conclusion

In this paper, in order to extract more event-based features for emotion cause detection
on Chinese microblogs, we propose a hierarchical CNN approach, which extract the
rich local features using the clause-level encoder and more event-based features using
the subtweet-level encoder. We show that our hierarchical CNN approach can effec-
tively utilize information in a subtweet for emotion cause detection.
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Abstract. Accurate uncertainty predictions are crucial to assess the
reliability of a model, especially for neural networks. Part of this uncer-
tainty is the observation noise, which is dynamic in our marine virtual
sensor task. Typically, dynamic noise is not trained directly, but approx-
imated through terms in the loss function. Unfortunately, this noise loss
function needs to be scaled by a trade-off-parameter to achieve accurate
uncertainties. In this paper we propose an upgrade to the existing archi-
tecture, which increases interpretability and introduces a novel direct
training procedure for dynamic noise modelling. To that end, we train
the point prediction model and the noise model separately. We present a
new loss function that requires Monte Carlo runs of the model to directly
train for the uncertainty prediction accuracy. In an experimental eval-
uation, we show that in most tested cases the uncertainty prediction
is more accurate than the manually tuned trade-off-parameter. Because
of the architectural changes we are able to analyze the importance of
individual parts of the time series of our prediction.

Keywords: CNN - LSTM - Predictive uncertainty + Time series

1 Introduction

Recent research proposed the combination of dropout and Monte Carlo (MC)
runs to approximate the predictive uncertainty for regression and classifica-
tion tasks [3,4]. Instead of predicting a single point, the model expresses its
uncertainty through intervals. This is particularly useful for tasks that want to
evaluate the prediction in terms of reliability and robustness, e.g. mixing the
measured and predicted uncertainty state to control a robot [13]. We apply
this predictive uncertainty method to the marine virtual sensor task based on
the combined Biodiversity-Ecosystem Functioning across marine and terrestrial
ecosystems (BEFmate) [2] and the Time Series Station Spiekeroog (TSS) [1]
real-world dataset [14]. The goal is to replace a real sensor that failed due to the
harsh environmental conditions in the Wadden sea, such as the daily tidal forces,
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salt water exposure, and occasional storms. This replacement sensor is virtual
and represents a nowcasting task in which current values of different origin are
used as input to predict the current target value. In our case, surrounding sen-
sors are used to model a missing sensor at the same time step. For comparison,
forecasting tasks predicts future target values based on current values, e.g. room
temperature forecasts [16].

Previous work introduces the MarineNet architecture [14], which combines
convolutional as well as recurrent layers, incorporates input quality information,
and employs the above mentioned uncertainty prediction method. It assumes
heteroscedastic, or dynamic uncertainty in the observations, which is reflected by
varying noise in the data. The original method [3,14] trains this observation noise
through approximation by tuning a hyper-parameter that cannot be learned
directly. Moreover, MarineNet applies a unique time dimensionality reduction
approach, exPAA, which splits a time series into parts that aggregate different
amounts of time steps. An importance analysis of these exPAA parts for the
final prediction is difficult, but could be useful for the prediction.

In this work, we propose to address the shortcomings of MarineNet with:

1. an architectural upgrade, allowing to analyze exPAA parts and
2. a novel training procedure to directly learn the dynamic observation noise.

The first contribution is achieved by replacing the last fully connected (dense)
layer with a convolutional layer followed by averaging over the time series and
more residual connections. We also adjusted the number of neurons of individual
layers and finally require less weights to achieve similar performance. The second
contribution is attained by separating prediction and observation noise training.
We introduce a new loss function for the noise training that directly compares the
predicted and the actual uncertainty of the model. In an experimental evaluation,
we achieve equal or better performance with the proposed changes and are able
to analyze the exPAA parts.

The paper is structured as follows. Section 2 introduces the MarineNet archi-
tecture with the most relevant mythological concepts. In Sect. 3 we describe our
upgrade to the architecture as well as the new direct training of the observation
noise. These upgrades are evaluated in Sect. 4. Finally, we draw conclusions in
Sect. 5.

2 Original MarineNet

The MarineNet is a neural network architecture utilizing multiple concepts [14].
A macroarchitectural overview is presented in the upper part of Fig.1. Con-
volutional layers filter the time series to create useful temporal features with
kernel sizes of one and three (convl and conv3). These are grouped into four
fire modules from SqueezeNet [10]. Then, the exPAA layer [15] follows, which
creates ¢’ parts from ¢ time steps, whereby the number of time steps per part is
decreasing over time, depending on a hyper-parameter exponent e. Consequently,
earlier parts aggregate more time steps, while more information are retained in
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later steps. Next, the biLSTM layer [6,8] is fed the aggregated time series, which
is then processed by a dense layer. Finally, the sensor output and the dynamic
noise is predicted in final linear regression layers.

The dropout mechanism [5,17], where multiple neurons are deactivated for
one iteration, is employed before each trainable layer. It acts as a regularizer and
helps to avoid overfitting. Batch normalization [11] is applied after the activation
function and if applicable after dropout to further reduce overfitting and to speed
up convergence.

Another important part is the implementation of predictive uncertainty via
MC dropout inspired by Gal [3,4]. Predictive uncertainty is the confidence of
our model about its current prediction and consists of two parts. First, the data
uncertainty, which is reflected in the training distribution, e.g. predictions are
unreliable if an unseen sample is on the far end of the training distribution
or the available data is noisy. Second, the model uncertainty that affects the
internal structure and expression of weights. For example, if a model weight is
greater for one or another input and thus give it more importance. The predictive
uncertainty can be expressed as an interval around the point prediction. To
create this interval, multiple forward passes of MarineNet are calculated with
different dropout realizations. These MC dropouts are conducted at test time
and give two outputs, a predictive mean E[y] with variance Var[y;] of m MC
model runs f; € F:

]~ %Zfi(wo

Var[y;] Zgz xy) + fi(ze)? — Elye)®. (1)

With a higher number m of MC runs, the approximation is stabilizing. The
standard uncertamty interval is represented by squaring the predictive variance
(e.g. Var[y,]? is the 68.27% uncertainty interval).

The observation noise ¢ is modeled dynamically, because in the employed
marine application varying noise is introduced, inter alia, by tides and seasons.
This noise is equal to the inversion of the models’ precision and represents a
function g(a;), which is part of the loss function during training:

L:=a-(y — (@) (9(ze) +1) — (1 - a) - log(g(z)), (2)

with the trade-off variable o € [0,1] to calibrate the uncertainty scale. Since
the noise is not allowed to be smaller than or equal to zero, softplus is used as
activation function.

Lastly, the qDrop layer [14] adapts the dropout chance per input dimension
after the input layer depending on the current time step and sensor quality. The
sensor quality results from the number of consecutively imputed values, since the
imputation quality decreases with the length of the data gap. This has direct
impact on the uncertainty predictions at test time. For example, when we drop
some of the inputs due to low quality, we increase the uncertainty if the dropped
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Fig. 1. The macroarchitectural view of MarineNet (top) and UMarineNet (down).

features are important for the prediction. During the training phase, less reliable
features are automatically dropped more often based on their quality and thus
the network learns to favor trustworthy features to a greater extent.

3 MarineNet Upgrade

We found two shortcomings of MarineNet. First, there is no easy way to analyze
the importance of individual exPAA parts. If these information were available,
the time series aggregation could be adapted to focus on the more crucial time
steps. Second, the scaling of the observation noise greatly depends on the hand-
tuned parameter o in Eq.2. To address these shortcomings, we updated the
architecture to return explainable time step impact. Further, we change the
training process of MarineNet to acquire accurate uncertainty predictions with-
out calibration of «.

3.1 Changes to the Architecture

The architectural changes to MarineNet are shown on the lower part of Fig. 1.
As a first change, we substitute the only dense layer by a convolutional layer
with kernel size of one (convl layer), followed by an averaging of the outputs
over the steps, but not the neurons. We drew inspiration for this change from
multiple publications [7,10,12], who apply this technique to images instead of
time series data. Instead of returning only the last time step output, the bLSTM
layer now passes on its complete output over all time steps. This was avoided
in MarineNet, because the dense layer would have needed significantly more
weights (number of neurons times exPAA parts). Since the convl kernel is not
tied to the length of the input series, the computational cost did not increase
substantially with the complete bLSTM output. Further, the output from this
convl layer offers insight into which parts are most important, as only averaging
and linear combinations are employed afterwards.

Because of the change to the bLSTM output, it is now possible to add more
residual connections [7]. We create compatibility between the outputs by apply-
ing exPAA to acquire the same time resolution and a convl layer to adjust
for differences in neuron count. More residual connections are added inside the
fire-modules, after the single convl layers. Another change is that each residual
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connection also uses all compatible residual connections before them. ThTese
kind of dense residuals are introduced by Zhang et al. [18] and Huang et al. [9].

Through changes to the number of neurons and layer compositions, our
UMarineNet requires 3.04 times less weights, which amounts to 376188 com-
pared to previously 1145072 weights. We increased the number of neurons for
the first convl layer in fire modules from 48 to 64. In the bLSTM layer, now
192 instead of 512 neurons are employed. The convl layer that replaces the
dense layer keeps its 512 neurons, but the weight matrix shrinks because of the
smaller input from the bLSTM layer. All normal dropout layers utilize a 50%
keep chance.

3.2 Automatic Training of Accurate Uncertainty Predictions

The loss function in Eq.2 employs two counteracting mechanisms to learn the
model noise: scaling the original error, which minimizes for small values and the
negative logarithm of this noise that minimizes for large values. Depending on
the scaling of the target variable and underlying processes, the negative loga-
rithm can be a poor choice to train the noise. The trade-off parameter « partly
mitigates this effect, but needs to be tuned separately. We are not optimizing
directly for the uncertainty, since it would require the MC prediction during
training, which is computationally costly at training time with the complete
network.

We propose to completely remove this hyper-parameter o by altering the
training process to directly learn the accurate noise function. In the beginning,
we ignore the dynamic noise function g and train UMarineNet to create accurate
point predictions f by minimizing MSE loss. Thereafter, the optimizer is not
allowed to change the weights of the network anymore, it is frozen. Only the
linear layer of the noise function is not frozen. This layer is then minimizing the
following loss function:

2
Lync '= 2 -max ( A(%) . (% - acc(%)) ) 0)
98 i i i V)2
+ Xicse Algs) - (100 —aceliig))” | (3)
2
2 (A (et )0
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with actual accuracy acc(j) and A(j) being the difference between the absolute
prediction error and the uncertainty interval at percent accuracy j:

40G) = 5 3 (1Bl = wl = Varly] - V27 () (1)

t=1

with predictive mean E[y], predictive variance Var[y], batch size 1, and inverse
Gauss error function erf'. This actual accuracy at the desired accuracy j €
(0,1) over 72 samples is calculated by:
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acc(j) = %Z (|yt — Ely]| </ Varly,] - \@'erf_l(j)> 7 ®)

t=1

with the logical operator < returning 0 for false and 1 for true. This loss function
requires multiple MC forward passes through the network during one iteration
to acquire the predictive mean E[y] and variance Var[y], but due to the frozen
layers, only the gradient for the noise layer has to be computed. We only update
the weights to optimize for the noise g in only one of the MC runs. This avoids too
much change to the weights in one iteration and saves on computing resources
by calculating the gradient only once.

By utilizing multiple A-function calls, we train the noise function g to con-
verge between these desired accuracy levels between 51% and 99%. The scaling
of these A calls by the difference between the desired and the actual accuracy,
helps the convergence of the noise model. Ideally, one would only optimize for
this difference, but because the logical operator < is not differentiable. Conse-
quently, this term only acts as a fixed value.

We define the first and third row of Eq. 3 as outer bounds. They only increase
their loss value if they fall below or exceed their desired accuracy of either 51%
or 99%. Since these bounds are critical for our uncertainty prediction, they are
doubled. Further, the second row of Eq.3 can be seen as support points for the
actual accuracy to reach the desired accuracy.

The separation of learning prediction and noise can also be seen as a network
for noise on top of a prediction network, enabling already trained networks to
acquire reliable noise observations afterwards. Also, more complex layer struc-
tures could be employed if the noise seems to be a non-linear process.

4 Experimental Evaluation

The following experiments verify that the changes to the architecture can give
insight to the importance of individual parts of the input and that the direct
learning of the noise function is at least as good as tuning the trade-off param-
eter o beforechand. We compare the results of the original MarineNet and the
UMarineNet with and without direct training of the observation noise.

4.1 Combined TSS and BEFmate Dataset

The training set cover the time from 2014-09-18 15:00 to 2015-03-31 22:40:00
in a 10-minute resolution, which amounts to 49867 time steps of 57 different
sensors by the TSS and BEFmate project [14,15]. Since the target sensor mostly
measured at high tide, when the sensor is in the water, only 11633 target sensor
time steps are available for the same time frame. We employ a 60-40% train-
ing/testing split. For training, 6979 steps of the target sensors and 24922 steps
of the surrounding sensors are available. To utilize the surplus time steps from
the surrounding sensor, we append up to 24 h (144 steps) of data to each target
input step. We optimize the hyper-parameters by dividing the training set into
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a 70/30%-split for training/validation. The complete training set is used after
the hyper-parameter optimization. Table 1 shows the hyper-parameter settings
for exPAA’s original steps d, reduced parts §’, and exponent e as well as gDrop’s
exponent ¢ value of UMarineNet. The remaining 40%, 4654 target sensor steps
and 19946 surrounding sensor steps of the dataset represent the test set. Just
as the original MarineNet, we create a model for each of the five target sensors,
which are: Speed, Temp, Conductivity, Pressure, and Direction.

Table 1. Choice of optimized hyper-parameter settings for the UMarineNet.

sensor #steps 6 | #parts &’ | exponent e | quality exp.e
Speed 72 4 2.0 0.25000
Temp 36 4 2.0 0.06250
Conductivity | 