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Abstract
Random Forest is one of the most used and accurate ensemble methods based on decision trees. Since diver-
sity is a necessary condition to build a good ensemble, Random Forest selects a random feature subset for 
building decision nodes. This generation procedure could cause important features to be selected in multiple 
trees in the ensemble, decreasing the diversity of the entire collection. In this paper, we introduce Proactive 
Forest, an improvement of Random Forest that uses the information of the already generated trees to induce 
the remaining trees. Proactive Forest calculates the importance of each feature for the constructed ensemble 
in order to modify the probabilities of selecting those features in the remaining trees. In the conducted ex-
periments, Proactive Forest increases the diversity of the obtained ensembles with a significant impact in the 
classifier accuracy.
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